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ABSTRACT

Phase Transition for the hard-core Stochastic Ising Model

Yan Lyansky 
DOCTOR OF PHILOSOPHY

Temple University, January, 2002

Professor Eric Grinberg, Chair

Examining a nearest neighbor anti-ferromagnetic stochastic Ising model, we 
prove that there is phase transition if and only if the model is ergodic. We 
also prove the same holds for the hard-core stochastic Ising model.
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INTRODUCTION

The Ising model is a {0,1} spin model on a d-dimensional lattice. A config­

uration, 77, is an element of {0,1} 2*. A potential { J r }  is a set of real numbers 
indexed by subsets of Zd such that S ftC2<<| J r | < 00. A finite volume Gibbs 

state on T with boundry condition Q is a measure on {0,1}T, \T\ < 00, that 
takes the form

v ( y )  =  - k e x p ( Z RC]T=tJ R X R (T ) ( ) )
rtCXr (v) =  n i 6fi(2?7(i) — 1), Zj, is the normalization constant, and

,<(*) = I”'1* ifx 6 T
[ C(x) otherwise

A Gibbs state is any limit of 1/(77) as T  f Zd. For the potential given by

for x  6  Zd 
0 J ( y - x )  i o T X ,y e Z d 

0 for |A| > 3

the model is said to be ferromagnetic if J r  > 0 where # =  and T is the 
absolute temperature. The Ising model was first studied by Ising in 1925. He 

proved that there is no phase transition in the 1-dimensional case. He also 
mistakenly conjectured that there was no phase transition in any dimension. 
Onsager[12] in 1944 proved there exists phase transition for sufficiently small 
temperature in the 2-dimensional H= 0  case. Up until this time phase tran­
sition was proved by the non-differentiability of free energy with respect to
H. Free energy equals Dobrushin[l] in 1968 proved phase
transition for the ferromagnetic, anti-ferromagnetic and hard-core Ising mod­
els by proving the existence of multiple Gibbs states. In 1972, Lebowitz and 

Martin-Lof[9] proved that free energy is differentiable if and only if there exists 
a unique Gibbs state for the ferromagnetic case. However, in 1992 Klein and 
Yang[8] proved that free energy is differentiable with respect to the external 
field even though there exists two Gibbs states for a 2-dimensional antiferro­
magnetic Ising model.
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This gave rise to the stochastic Ising model, which is defined as a spin 
system with strictly positive rates, c(x,T)), relative to the potential if c (x ,t/) 

exp[El 6ftJftXft(r/)] does not depend on the coordinate tj( x ) .  This model was 
first studied by Glauber[6] in 1963. Let R represents the set of all reversible 
measures, and G the set of all Gibbs states. R=G was proved by Spitzer[14] 
1971 for finite T, and generalized by Dobrushin[2] in 1971 and Loganfll] in 

1974 for general T. In 1974 Holly[7] proved a system is ergodic if and only if 
|(j|=1. Additionally, a survey of interacting particle systems emphasizing the 
role of the stochastic Ising model is given by Durrett[4j 1981.

In section 1 we define a Markov process, Markov semigroup and Markov 

generator. Using the Hille-Yosida Theorem we have a unique relationship 
between Markov processes and Markov generators. We go on to conclude 
there exists a reationship between a spin system with given flip rates, c(x, 77), 
and a Markov process. The ferromagnetic stochastic Ising model is analyzed 
in the last two parts of this section, the potential for such a spin system is 
given in (0.1). This potential gives rise to a process on {0,1}z* evolving over 
time. Hence for every subset T of Zd we can examine the number of Gibbs 
states on T and phase transition of this model. This thesis is broken into 

three main parts. First we discuss the ferromagnetic stochastic Ising model. 
The maun result of this section is due to Dubrushin[l] in 1968; we have phase 
tramsition if and only if the model is ergodic. This is proved in the second paut 

of Theorem 1.4.10.
In section 2 we examine the antiferromagnetic stochastic Ising model with

potentiad given by
$H  for x e Z d

Jr—' p j ( \ y - x \ )  for x ,y  € Zd 
0 for |A| > 3

where J(y — x) < 0 if \y — x| is an odd, amd J(y — x) > 0 if \y — x| is an even 
First examining the case where H=0 and H = (-l)lx* in both cases we conclude 
this model is equivalent to the ferromagnetic stochastic Ising model. Then
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assuming H^O Griffiths inequality no longer holds, hence we find this model 
to be completely different from the ferromagnetic case. Nevertheless, we con­

clude that we have phase transition if and only if the model is ergodic for the 

antiferromagnetic stochastic Ising model. This is proved in Theorem 2.3.13 
part one.

In section 3 we examine the hard-core stochastic Ising model. This model 
has a potential defined by

J r  =

0H  if \R\ = 1,
0 J ( \ y - x \ )  if |fl| =  2, i ,  y 6  f2, |x — y| =  1,

0 if \R\ > 2

Investigating the nearest neighbor hard-core model where J(y-x)=0 for |y -  

A  > 2, J(y-x)=-oo if T}(x) — ri(y) =  1, and J(y-x)=-l otherwise, configurations 
with two neighboring l ’s are not allowed. Using the ideas developed in sections 
1 and 2 we create a Markov generator, Markov semigroup, Markov process as­
sociated with this spin system. Extending the stochastic Ising model and a 

Gibbs state to the hard-core case, we conclude a Gibbs state with respect to 

a given potential on T C Zd \T\ < oo is given by

. . [ 0 if T)(x)  =  1 and T}(y) =  1 where |y -  x\ =  1
1 / ( 7 7 )  =  s

[ ^exp('£RcTJRXR(v)) otherwise

This section is concluded with a summary of our results namely the hard-core 
stochastic Ising model is ergodic if and only if phase transition occurs, and 
for /J sufficiently small we have no phase transition. Both results are listed in 
Theorem 3.7.
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1

CHAPTER 1

Ferromagnetic Stochastic Ising 
Model

1.1 Markov Processes and Generators

Let Zd denote a d-dimensional lattice, and let A =  {A : A is a finite subset 
of Zd}. First we have to define some basic terminology. A configuration, rj, is 
an element of X  =  {0, l}2*. Next we define some notations. Let D[0, oo) be 
the set of all functions, tj., on [0, oo) with values in X, with ||i7a|| =  
which are right continuous and have left limits. For s 6  [0, oo), the mapping 
7Tj from D[0, oo) to X is defined by irs(v.) =  t/4. Let F be the smallest a al­
gebra on D[0, oo) relative to which all the mappings irs are measurable. Let 

tta =  {7Ty : y € A}, F  =  <r{7r[o,oo)}

Ft =  £r{7T[0,t]}

Definition 1.1.1: A Markov process on X is a collection {Pv, tj 6  X }  of prob­
ability measures on D[0 , oo) with the following properties

a)F'[C € D[0, oo): Co =  l] =  1 for all 7} € X
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2

b)The mapping rj -> PT,(A) from X to [0,1] is measurable for every A € F

c) P 1,[ris+. € A|FS] =  P ^ A )  a.s.(P) for every tj 6  X  and A € F.

C(X) denotes the collection of continuous functions on X with \\f\\=supV£x\f{l)\ 
for /  € C(X)  Next, we define the linear operator S(t), 5(t)/(?j) =  P ’/fa )-

Proposition  1.1.1: Suppose {P*, rj € X-} is a Markov process, and S(t) f  6 

C(X) for every t > 0 and /  € C(X). Then the collection of linear operators 

S(t), t>0 on C(X) has the following properties:
1. S(0)=I, the identity operator on C(X)
2. The mapping t -> S( t) f  from [0,oo) to C(X) is right continuous on C(X) 
for every f€C(X).
3. S(t+s)f=S(t)S(s)f VfeC(X) and all s,t> 0.

4. S (t)l= l Vt > 0
5. S(t)f>0 for all nonnegative f6C(X)
Proof: 1) is equivalent to a) in the above definition.

2) tit is right continuous and f is continuous therefore is right continuous 
take

limĥ Q+S{t + h)f(Tj) -  S(t)f(rf) = 

limĥ 0+Ert{f(rft+h) -  /(%))

which is equals 0 for simple functions by extending this we can take the limit 
inside the expectation to conclude that S(t)/(rj) is right continuous.

3)
S(f +  >)/(>,) =  £ ”/ t a +.)

=  . e w f a + j i F , ] ]
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3

=  [/(ib)]]

=  F » [ 5 ( 5 ) / ] ( l b )

=  S { t )S {a )M .

Hence S(t+s)f=S(t)S(s)f.

4) follows from the definition

5) again follows from the definition

Definition 1.1.2: A family {5(f), t > 0} of linear operators on C(X) is called 
a Markov semigroup if it satisfies conditions 1-5 above.

The next theorem explains that each Markov semigroup corresponds to a 
Markov process, thus instead of constructing a process we can look to cre­
ate a semigroup.

Theorem  1.1.1: Suppose (5(t), t > 0} is a Markov semigroup on C(X). Then 
there exists a unique Markov process {Pv,r} 6  X }  such that S(t)f(r}) = 

V feC(X),7/ 6 X  and t > 0

The proof can be seen in Dynkin[3] Chapter 1.

Definition 1.1.3: Let p  represent the set of all probability measures on X, 
with weak convergence. Suppose {S(t), t  > 0} is a Markov semigroup on C(X). 

Given n 6  p,(*S(t) 6  p is given by /  fd\pS{t)] =  /  S(t)fdn ' i f  6  C(X)

Definition 1.1.4: A n 6  p is said to be invariant for the process with Markov
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4

semigroup {S(t),t  > 0} if /xS(t) =  /i for all t > 0. This class will be denoted 
as 3.

Definition 1.1.5: A Markov process with semigroup {S(t),t  > 0} is said to 
be ergodic if

1. The set of all invariant measures is a singleton, §  =  u
2. limt-Kx>nS(t) = v V n € p

Definition 1.1.6: A linear operator Q on C(X) with domain D(Q) is said to 
be a Markov pregenerator if it satisfies the following conditions:
1) 1 6 D(Q) and fil =  0
2) jD(ft) is dense in C(X).
3) If /  6  D(Q), A > 0 and /  -  XQf = g, then 

™n<exf(0 > m in ^ x g iC)

Proposition 1.1.2: Suppose that the linear operator 12 on C(X) satisfies the 
following property: if /  G D{f2) and f(rj) =  m in ^ x f ( C)> then f2/(r?) > 0. 
Then 12 satisfies property 3) of the above definition.

Proof: Suppose /  6  D(i2), A > 0, and /  — Af2/  =  g. Let 77 be any point at 
which f attains its minimum. Such a point exists by the compactness of X and 
the continuity of f. Then

minC ex/(0 =  f iv)  > f iv)  ~  W { V )  =  9(v) > C)

Definition 1.1.7: A linear operator Q on C(X) is said to be closed if its graph 
is a closed subset of C(X)x C(X). A linear operator, f2, is called the closure 
of (2 if Q is the smallest closed extension of Q.

Definition 1.1.8: A Markov generator is a closed Markov pregenerator Q 
which satisfies
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5

R(I — Aft) =  C(X)\ where R represents the range 

for sufficiently small positive A.

Proposition 1.1.3: A bounded everywhere defined Markov pregenerator is a 
Markov generator.

Proof: A bounded operator is automatically closed. To check that a bounded 
operator ft satisfies

R{I -  Aft) = C(X)

for all sufficiently small positive A we need to solve f-Aft/=g for g G C(X)  and

0 < A < ||ft||~l . Thus we let 

/  =  0A nftnS

Theorem 1.1.2(Hille-Yosida): There is a 1-1 correspondence between Markov 
generators on C(X) and Markov semigroups on C(X). This correspondence is 
given by:

1 )D (ft)= / G C (X ) : limtxDS®[~f exists and f t /  =  limtio

2)S(t)f  = l i m n ^ i l  -  ^ft)~n/  for /  6  C(X)  and t > 0 

In addition,

3) if /  G D(ft), it foUows that S(t)fG D(ft) and (d/dt)S(t)f=ftS(t)/ =  S(t)ft/

4) for g € C(X) and A > 0, the solution to /  — A f t /  =  g is given by
/  =  ft*  e-‘S(Xt)gdt
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A proof of this Theorem can be found in Dynkin[3] Chapter 1.

ft is called the generator of S(t), and S(t) is the semigroup generated by ft.
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1.2 Spin System

7

We will now construct a Markov generator for a speific model which will repre­
sent a specific Markov process. The local dynamics of our system are described 
by a collection of transition measures or{dC,,T]). For a spin system, the tran­
sition mechanism for a non-negative function c(x, 77), x € Zd, 77 G X,  thus the 
process 77* with state space X will satisfy

P^iVtix) ±  v(x)] =  c(x, T})t +  o{t) 
as t |  0 for each x  6 Zd,r} G X.

We will also restrict our process to only change 1 coordinate for each transition 
of time, or more formally:

F ’fai*) £  T}(x),Vt{y) 7* v(y)} =  o(t)
as t i  Ox #  y

c>r(x, 77) is related to cr(dC, 77), be the transition measure associated with the 

configuration 77 changing only at the point x 6  Z d. For each 77 € X  and fi­

nite T c  Zd, cr(dC> v) is assumed to be a finite positive measure on {0, l}r . 
We will also assume the mapping 77 -)• is continuous from X to the
space of finite measures on {0,1}T with the topology of weak convergence. Let 

or =  sup{cT({0, l}r ,77) : 77 € X}

Let ,<(*) =  { ” (I) “ * T
[ C(x) otherwise

Proposition 1.2.1: Assume that supx€ZiExgrOr < 00

1) For /  6 D{X), the series 0 / ( 77) =  £ t / {0i1}t  cr(dC»^)[/(^c) ~  fil)]  con­

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



8

verges uniformly and defines a function in C(X), and

\\Qf\\ < (supt6ZrfEr6Tor) HI/HI, where |||/ || | =  El€Zd||A;(x)|| , A/(x) = 

supnlfiv) -  f(Vx)I

2) fi is a Markov pregenerator.

Proof: Or(^Ci Tl)[f{v<‘) ~  /(*?)]
is in C(X) for each T and each f€ C(X). By regarding r/( as the result of 
changing the coordinates of t) corresponding to sites in T one at a time, it is 
clear that

l/(f?c) -  f(v)\ < Sr€TA/(x), A/(x) =  sup,|/(t?) -  /(i?r )| 

therefore

I I I  crh, d()U tf) -  m \  II <  c r S W I I A / t o l l  

S t  II / orfadQUil-) -  / M i l l  <  ( s a p , SieTcr) I l l / I l l

for any /  € D(X). Hence the series defining Qf  converges uniformly. Since 

the summands are continuous, it follows that 12/ 6 C(X).

To prove 2) we must simply show property 3) of Definition 1.1.6. Suppose 

/  € D(X)  and f{v) =  m in(/(C): C € X).  Then /(C) > /(»7) for all C 6 X, so

ft/fa) > 0.

Thus simply giving a transition function, or defines the Markov pregenerator 
it is necessary to show that R(I-Af2) is dense in C(X) for all sufficiently small 
A > 0. To prove this we approximate 0  by a sequence of bounded pregenera­
tors f2n, since bounded pregenerators are generators we conclude
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9

R(I -  Aft") =  C(X)

for each n and each A > 0. Therefore given a g6  D(X),  there are /„ 6  C(X) 
so that f n -  AQnf„ = g. Thus if gn = /„ — Aft f n and it will follow that

\\9n-g\\ = M W - n n) f n \ \ ^ o

R(I  -  A Cl) is dense is a consequence of the fact that gn € R(I  -  Aft) for each n, 
and that D(X) is dense. Therefore, ft is a Markov generator, which is uniquely 
associated with a Markov semigroup, which is then associated with a Markov 
process.
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1.3 Stochastic Ising Model
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Definition 1.3.1: A potential, J r ,  R  6 A is a collection of real numbers 

indexed by finite subsets of Zd such that E x&r \ J r \ < oo, V x€ Zd.

Definition 1.3.2: Given a potential J r , a spin system with strictly positive 
rates, c(x, rj), is called a Stocastic Ising model relative to the potential if c(x,r/) 

exp[£l 6R,/ftXR(T7)] does not depend on the coordinate r/(x), where x r ( v )  =

ILeJil2r>(x ) ~

This has been used as a very good model for the magnetism of iron see Si- 
mon[13] Chapter I Preliminaries.

Definition 1.3.3: Take |5| < oo, a Gibbs state relative to the potential J r  is 
the unique probability measure on the space {0, l }5

(1.3.3.1) = Cexp[HRjRXR(v)]i C is the normalization constant.

For general S we use the following,

Definition 1.3.4: A probability measure v on {0, l }5 is said to be a Gibbs 
state relative to the potential J r  provided that for all x € S, the conditional 

probability at a point

px{C) =  ■ n{x) =  C0r)|7?(ti) =  C(u)Vu ^  x) is given by

t1-3-4-1) l+«p[-2S.l6RiJlXJl(C)l

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



11

Definition 1.3.5: A spin system with rates is reversible if c(x, 77)1/(77) =

c(x, r]x)i/(r]x) Vx 6 Zd and 77 6 X.
In layman’s terms a system is reversible if it looks the same evolving from 

start to finish as from finish to start. A real world example would be a song 
that is identical played forwards or backwards. Given {•/«}, let G(S) be the 
set of all Gibbs States on {0, l }5 relative to { Jr}. For simplicity, from now

on we may refer to G(X) as G, where X={0,1}2*.

Definition 1.3.6: A potential {./«} is said to exhibit phase transition if G(X), 
the set of all Gibbs states, contains more than 1 element.

Our first Theorem shows that our two definitions do coincide.
Theorem  1.3.1: Suppose 5 C Zd is finite then Definition 1.3.3 is equivalent 

to 1.3.4.
Proof: Suppose 1.3.3, then

1/(77: V(x) =  C(*) Wu) =  C(«)Vti /  *) =
»(Q -

KO+i'K*)
expf£aJ«xa(C )]_________ _

_______ I_______
l+exp[-2£«e*-JK X /i(C )l

since Xr (Vx) = ~Xr (v) if x G and Xr{v) if x g R
For the converse suppose u is a Gibbs state as in 1.3.4. Then v satisfies 1.3.3 for 
possibly some other potential, say J'R since S is finite, but then we must have 

T,x€rJrXr{t}) = for all x. Since xr are linearly independant we
conclude Jr =  Jr VR ^  0 . Changing is just changing the normalization 
constant.

Theorem  1.3.2: Suppose that v is a probability measure on X such that for 

all x € Z d, there is a version of the conditional probability, px(C), given in 
Definition 1.3.4 which can be written in the form
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(1.3.2.1) pX{C) -  l+esp[—2E/jJ£xr(0]

for some family {«/£} which satisfies E r \J%\ < oo for each x € Zd. Then v is 
a Gibbs state relative to some potential {7^}

Proof: We simply need to show J \  =  0 if x R  and =  «/£ if x, y 6 R  by 
comparing Definition 1.3.4 to the above statement, since then we can define 

Jr =  Jr f°r x € R. By definition pr (C)+ Px(C*) =  1 Vi € and £ € X.  The 
configuration outside R is fixed, the leftmost term describes the probability 
of a configuration with value of £(x) at x, the other term is the probability 

of a configuration with value (X(x) at x. Since these two are compliments the 
above equality holds. Therefore

(1.3.2.2) X r J%X r (0  =  ~ Z r J xr X r (Cx)

since i+«p(-2e!€rJkxr(0 +  i+«p(-2e,1€J1̂ xr(C.) =  1 

clearing denominators we get

1 +  exp(-2T,x^RJrXr ( 0  +  1 +  e ip ( -2Sr6iiJ RXR(Cx) =

(1 +  exp(—2£i 6r./rXr(C)))(1 +  exp(-2£xeR^fiX«(C*))

Which implies 1 =  exp(-2£x6RJRXie(C)) x exp (-2£ l6ft7RXR(C*)) which is 
what we need. So that J% =  0 since x r  are linearly independant V x € Zd 

choose x outside R then ErJrXr(C) =  —£ r7 | xh(C) which implies =  0 To 
finish the proof we will look at

which is symetric in x and y. Let T be a finite set of Zd that v assigns positive 
probability, then
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L(»j:»j(r)=<(x)|»}=< On rn{y» X tv(»j:f?(»)=C(y)|»J=<*onTn(x})

u(ifMx)^CMMy)*<(v),n=( on T) 
v(jj:v=< on Tn{x,y})

which is symetric in x and y, and converges to 1 as T increases to Zd{x,yj.  
Next we conclude that

£ x€rJ%Xr ( 0  +  £ x£rJrXr(Gx) =
Si,y zr(Jr — Jr)Xr ( C) +  Exeft,y*ft*JftXrt(C) +  Ey€H,x£R JrXr (Q

is symetric in x and y. Since the sum of the second and the third terms 
on the right is symetric it follows that the first must also, this implies that 

s x.yer{Jr ~  Jr)Xr(Q =  0 which implies J% = J&.

(1.3.2.3) Let &t,( (t7) =  c{T,Qexp[^Rrfr^JRXR{v% where c(T,C) is the nor­
malizing constant

Theorem 1.3.3:

1.) T-j D T\ implies G(Ti) D G(T2)
2.) If v  € G then for finite 5  D  T and £ € {0,1}Ŝ T, then 

i/(.|7/(tz) =  C (u)Vu i T ) -  urA{.)
3.) G =  rVrG(T)

4.) G is nonempty, convex, and compact

Proof: To prove 1), suppose 7\ C T2 and take C € {0, l}5/,Ts 
For 7  € {0,1}5/7"1 such that C =  7  on S/T2.

(1.3.3.1) I7a,c(.|T? =  C on T2/T1) =  vrlA{-)

are measures on {0, l}Tl as can be seen from Definition 1.3.4. Therefore
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(1.3.3.2) ut2,c =  Sr 7=<on5/Ta^r2,c(^ : f? =  7 on r 2/7 i)

which exhibits ut2,c as a convex combination of elements of G(Ti). Therefore 

G(Ta) C G(7\).

For 2) take (1.3.3.1) with T2 =  T  and 7\ =  {x} where x 6 T  to write 

: ^(s) = C(*) Wu) =  C(«)Vu € T/{x}) =  ^{l},c(C(a:)) =

fl 3 3 3̂  __     =

[l+e*pt-2E*6R̂RXJl(0 ]]

for C € X  Comparing this to Definition 1.3.3, it suffices to show that i/r,c is the 
only probability measure on {0, 1}T whose one point conditional probabilities 

are given by (1.3.3.3), this follows from Theorem 1.3.3.
For 3) We need to show G C Dt G(T). Since u € G this implies

■'(’>: >»(*) =  =  < («) Vu * I )  =  . ^ ( - ^ . ^ ( 0 1

Therefore by the Theorem of Total Probability

u = : rj(x) = £(x)\r](u) =  £(u) Vu ^  x)x Pr(i/(77(u) =  £(u) Vu ^  x))

which expresses v as a linear combination of elements in G(T).

4) Since G(T) are each closed convex we conclude the intersection is convex 

and non-empty, and since X is compact the set of all probability measures 

on X is a compact set, since rVrG(T) is a closed subset of a compact set, we 
conclude G is compact.
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Theorem 1.3.4: Suppose that S C Zd is finite, and that {Jr,R  C 5 } is a 

potential which is ferromagnetic (i.e. Jr > 0 Vf2). Let u be a corresponding 

Gibbs state then,

(1.3.4.1) /  X a Av  >  0 VA C S and

(1.3.4.2) ^  I  XAdv =  /  XaXbAv -  f  xa^v  /  XBdv > 0 for all A, B  C 5 

Proof: The proof of (1.3.4.2) uses (1.3.4.1) so we must prove (1.3.4.1) first. In 

order to do so, write

/  X a =  K i: ,X A ( .n )e x p [T .RJHXniji)}

To see that this is a sum of nonnegative terms, it suffices to note that 

X A i v ^ k ^ X R k i v )  =  X b ( v ) where B =  { x  €  S  : x i s i n a n  odd number of the

Therefore the equality in (1.3.4.2) is the result of a simple differentiation. To 

check the inequality, write

sets A, Ri, i?2» •••» Rn} and that for any B  C S ZvXb (v) —

Turning to (1.3.4 .2) use the explicit expression for K to write

j  X A  E ,e*p [E r J m x m W I  
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f  Xa X b Av  -  f  X A d v  f  X B d v  =  

tfZnAXAWXBiv)  “  XA{v)XB{Q}exp[XRJR\XR(v) +  X*(C)]]

Let C be the symetric difference A V B  and let 7 6 X  be defined by

(z \ =  {  1 =  ^
7 W  \  0  i f i j ( * ) # C ( * )

x a (v ) x b (.v ) =  x c t n )

X a {v ) X b ( 0  =  Xb {i )Xc (v )

X r (v ) +  X r ( 0  =  X r (t})[1 +  Xh(7)]

Making these substitutions above yields 

/  X A X B d v  -  /  X A d v  f  X B d v  =

7)[1 -  Xfl(7)]expPftJflXft(7?)[l +  X*(7)]

For fixed 7, we can defined a new potential by =  ^/j[l+X«(7)] which is again 

ferromagnetic, by (1.3.4.1) applied to this potential we see that E vx c { v ) e x P[E‘R'fRXR{Tl)] 

which is again ferromagnetic. Therefore E^XcMeippftJ^XftC7?)] > 0 , thus

(1.3 .4.2) follows from the above equation by first summing on 17 and then on

7

Definition 1.3.7: A probability measure /i on X is said to have positive cor-
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relations if /  fgdg. > f  fd\i J  gdfi Vf,g  € M  

We will say

(1.3.5.11) T] <  C if 77(1) < CO*) Vi and (17 V C)i =  m oi^ .C i), (77 A C)i =
min(r}i, Ci)- Denote M = {/ : /  € C(X) and f is increasing }. We will refer to

the construction of 2 or more processes on a common probability space as a 

coupling.

Theorem 1.3.5: Let K={(r?,C € X x X : ? | < ( }  Suppose when 7/ < C

Ci(x, 7/) < C2(x, C) if 7?(x) =  CO*) =  0 and

C2(x,v) < Ci(x,C) if 77(1) =  CO*) =  1. then V(tj,C) € K  and t > 0

Proof: Let A be the set of all functions f in C(X  x X) such that /  > 0 and 
/  =  0 on K. For A > 0 and /  6 A, define h € D(fl) by h -  Xflh = f .  Let 

(7 /, C )  6 K  be a point where h achieves its maximum on K. We will show that 

0 /1(77, C )  < 0, so that ^(77, C )  < / ( t ? , C ) =  0- Since A > 0, it will follow that 
h e A as well. To show 0 /1(77, C )  < 0, we will check that each of the terms in 
the sum defining Clh is nonpositive. Consider the following three cases:

a)77(1) #  Cl1 ) in which case (77, C) € X  implies that (77*, C) 6 X  and 

(77, C*) € K,  so that /i(77x,C) <  /i(t7,C) and /i(t7,C*) < Afa.O-

b)T7(x) =  CO*) =  0, in which case (77, C) € K  implies that (gz , Cx) € K  and 

(t?,C*) € AT, so that h(77x,C*) < /»(t7,C) and /i(t7,Cx) < h(^>C)- However, in this 

case (t7x,C) 0  AT, so we need to have 01(1,77) =  7nin(ci(x,77), c2(x, C)) which is 

part of our assumption.

c)t7(x) =  CO*) =  1 which is analogous to b), using the second part of the 

assumption.

Theorem  1.3.6: (FKG Inequality) Let 7x1, 7x2 be probability measures on X. 

Suppose that 7x1 and 7x2 assign strictly positive probabilities to each point of
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X. If /ix(T? A 0  > M ifaW O  Vt?,C e X, then (ii < fi2.
Proof: Now we couple the Markov chains as follows. Consider the product 

space x  x X- Define a flip rate for a Markov Chain on x x X by

" W h * )  =  1 if T/i =  0> C» = I>

Wfa.O.fa.CO =  Z%) ^  =  *»• =  ^

W (r,,a,(v'O) =  l '£ Vi =  Q  =  0

"W ).(,‘,0 = *1*2(0 ^  = Ci =  1

" W ( ,- .0  = l$n) ~ *$0 ^  ^  =  Ci =  1 

WWl.K.7) =  0 for other case (C. 7) #  fa, C)
By assumption 1) > 0 Therefore, W is a well-defined flip rate.

Let (ae, fit) be the Markov Chain on x x X with flip rate W.

Let S(t) be the semigroup on C(x x x) with generate W.

Let Li =  { /  G C(x x x) : /(at, fi) = /(a )  depends only on the first coordinate 

} By definition of W, it can be checked directly that .(?,7)/(C) £ £i
iterating this we get ^ (?>7)/(C) € Li Vn =  0, 1, 2....

Therefore 5(t) =  etW : Lx -v Li by Hille-Yosida Theorem.
Similarly S(t) : L2 L?, where L2 is the space of functions in C(x x x)

depending on the second variable only.

We shall show that a t =  7/t and fit =  Ct in distributions given Qo =  r/0 and 

fio =  Co. To do this it is sufficient to show the flip rate of a t is q and the flip 

rate of fit is r. Since the proofs are similiar, we will compute the flip rates of 

at only. The flip rate of a t from tj to rf is

iP[o-t =  rjVo =  J?](0) =
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i S 1 E < P [ Q l  =  v ,  A  =  T | Q „  =  v , A ,  =  ( 1 ( 0 )  X =

E<E7^ )0i(^,7)P[ao = ri,Po =  C]/-P[«o =  T?] =  ?(„,%) by the definition of W 
and q

Let A=(t7,C) € x x X : * 7 < C B y *  (at, A) G A Vt > 0 if (a0,/3o) € A. Let 
/  G M  then

/ ( a ) - / 09) < O i f ( a , / J ) € A

Therefore,

£[/(<*«) -  fWt)\oio = ot,A> =  P\ < o vt, (a, 0 ) E A

This implies

£ 7 [ / ( Q t e ) |o t 0  =  a ]  =  £ [ / ( a t ) | a 0 a , ) 9 o  =  £ ]  <  £ [ / ( & ) | < * o  =  < * , £ o  =  0 ]  =  
£W t)IA> =  0]

Here we have used S{ t ) : L\ -¥ L\. Therefore we have (Si(t)f)(a) < (S2(t)/)(/3) 

V(a,/3) G A, f  G M  where (Si(£)} and {S2(t)} are the semigroups for {at} 
and {fit} respectively. By the Ergodic Theorem for finite state Markov chains 

passing to limit as t—> oo we have f  fd n x < /  /d/x2.
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From now on let

{PH for x 6 Zd 
PJ(y -  x) for x,y  € Zd 

0 for \R\ > 3

Theorem 1.4 .1: Suppose that the potential above is given with P > 0 and 

J(x) > 0. Then Ci < C2 implies that vr^  < ur,(2 for any finite T  c  S.
Proof: By the FKG inequality which is proven earlier, it suffices to check that 

for 771( % e  {0,1}T

ZRra'&JR[x.R{Tli * 4 l ) +Xr{Vi Att|2)] > ^rty t^Jr\xr{Vi)+Xr(V2)}  when­
ever Ci < (2. Using the special form for J r  which we have assumed, this can 

be rewritten as the statement that the expression

2£ffE l6T[(r?i A 772 )(x) +  (77! V 772) (x) -  771 (x) -  772(0:)]

+  2PZz,U€T,x*yJ{y -  *)[(»h A 772) (x) (771 A 772) (y) +  (771 V 772)(x) (771 V 772) (y) 

- » 7i(*)»h(y) -»fe(*)»h(v)
+  479ExeT,ŷ r J(y -  x)[(77i A T72)(x)Ci(y) +  (771 V 772)(x)C2(y) -  T?i(x)Ci(y) ~

%(*)Ca (y)

is nonnegative. The terms in the first sum are all zero so the sign of the H is ir­

relevant in verifying the non-negativity of this expression. The terms in brack­

ets in the second sum is zero unless 771(1) =  772 (y) = 0  and 772 (x) =  771 (y) =  1 

or 771(2) =  7fe(y) =  1 and 772(1) =  771 (y) =  0 in which case it is equal to 1. The 

term in brackets in the third sum is zero unless 771 (x) =  1 and 772(2) =  0, in 

which case it is equal to (2(1/) -  Ci(y)- So, since P > 0 and J(y -  2) >  0 the
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required sums are nonnegative whenever Ci < £2-

Let i/jT denote the Gibbs state on T taking the value £ =  0 outside T, and vf
is the Gibbs state on T taking the value Q = 1 outside T

Corollary 1.4.1: Under the assumptions of Theorem 1.4.1, 7\  C T2 implies

that ^ d  wfj > uf2
Proof: By Theorem 1.4.1 utx̂  < V£. Therefore i/fx =  £T.-y=ionTi/Til'~I/Ti
which clearly implies that uft < The opposite statement holds true analo­

gously.

Corollary 1.4.2: Under the assumptions of Theorem 1.4.1 we have

1)i/_ =  limrtsI'.r exists

2)v  — limrtsVf exists
3) y. < v < u~ Vi/ € G
4) phase transition occurs if and only if v_ ^  v

5) phase transition occurs if and only if v_(v : v(x ) =  1) /  v~{v ■ v(x ) =  1)
Proof: 1) and 2) exist since Corollary 1.4.1 implies monotonicity.

3) By Theorem 1.4.1 we have u_x <  ^t,c < v f
for any Gibbs state i>r is a convex combination of i/rx which are less than or

equal to uf. Therefore v < uf  Likewise we conclude v > i/_j

4) This follows kom 3) and the definition of phase transition.

5) follows from 4) since i/_ ^  v

Theorem 1.4.2: In addition to the assumptions of Theorem 1.4.1, suppose 

that H=0. Then l)i/.(?7: rj(x) = 1) +  : t j ( x )  =  1) =  1

2)i/-(7j: 7}(x) =  1) is an increasing function of j3
3)There is a critical value 0 < (3C < oo such that there is no phase transition 

if jS < pc and there is phase transitionif 0  > @e
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A)Pe is a decreasing function of the numbers J(x).
Proof: 1) Since H=0, t/f is obtained from v_r by interchanging the roles of 0 

and 1. Since

vjriv ■ t?(x) =  1) +  vj-iv : tj( x )  =  0) =  1 we conclude
i/jfa  : r){x) =  1) +  : tj(x) =  1) =  1
Let T  t  oo we conclude : t j ( x )  — 1) +  w { r ) : t j ( x )  =  1) =  1

2)Note that if C =  1 then Xr{v^) — XRr(r(v) so that 1.3.2.3 takes on the form
1.3.3. We apply 1.3.4.2 with A={x} to conclude that

*5.(17: T}(x) =  1) -  *5.(17 : v(x ) =  0) =  2i/f(ij: r?(x) =  1) -  1 
is an increasing function of /? for each x€ T
3) Follows directly from 1) and 2) and the definition of phase transition
4)Follows from (1.3.4.2)

Definition 1.4.1: A spin system with rates c(x,rj) is attractive whenever tj < £ 

we have
c ( x , t))  < c(x, C) if tj( x ) = C(x) =  0 

and c(x, rj) > c(x, C) if v(x ) =  C(*) =  1
if x =  (xi,X2,...,Xd) then let |x| =  |xj| +  |x2| +... . +  |x,i| and let Jo denote the 

configuration rj(x) =  0 <5i denotes the configuration rj(x) =  1

Theorem  1.4.3: Suppose c(x, tj)  is attractive, and let S(t) be the semigroup
for the spin system, then the following hold

l.JoS(t) < SoS(s) for 0 < t  < s
2.6iS{t) < JiS(s) for 0 < t < s
3.8oS(t) < jiS(t) < SiS(t) for t > 0 and n  € p
4 .*_ =  limt-Hx>tioS(t) and ir =  exist

5. if fi 6  p, tn -> oo and v =  then v, < v < v~
6 . i/., v  6  9fe 
Proof:

1) By definition, Jo < SaS(t — s) for 0 < s < t. Therefore using the semi­
group property, JqS(s) < 50S(t — s)S(s) =  JoS(t)
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2) Same as 1.
3) Note by monotonicity 6q < p. < 5{ifi 6  p therefore SQS(t) < /i5(t) < SiS(t)
4) Follows from 1), 2) and the compactness of p in the topology of weak con­
vergence, and the fact that M has the following property:
f  = f  fdn2

for all /  6  M  and some MijM2 € p implies that Mi = M2

From now on we can interpret the following,
— Uni t— S{t) 

v -  =  limt-Kx>&iS(t)

which is consistent with our present definition.

{ c(x, T}') if X  e Sn
0 if ^ Sn and rf(x) = i where M (x) =

M (x) if x £ Sn and t/(x) ^  i 
supr,c(x, 77), with 77* = T)(u) Vu € S and rjl(u) =  i for u £ 5  Sn is a square

centered at the origin with sides of length n.

Theorem  1.4.4: Suppose c(x,r/) is attractive, then c£(x, 77) is attractive for 

each i and n. If moiM>Mi € p satisfy Mo < M < Mil then fMjS{t) < pS{t) < 
Mi5(t)Vt > 0.
Proof: Since 77 < C implies rf < C the attractiveness of c$(x,r)) follows from 
that of c(x,77). To prove the Thm. it suffices to check that eg < c(x ,t}) < c" 

if tj(x) = 0 and eg > 0(1 ,77) > cj if t](x) =  1. This is true for xe since 
770 < 17 < r/1 and for x£ since 0< c(x, 77) < M(x)

Theorem  1.4.5: For an attractive spin system, the following three statements 
are equivalent

1) The process is ergodic
2) is a singleton

3) v. =  v
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Proof: 1) implies 2) from the Definition of Ergodicity
2) implies 3) follows from Theorem 1.4.3 (part 6)

3) implies 1) If n € p then the set of probability measures {fiS(t), t > 0} is 
relatively compact. By Theorem 1.4.3 (part 5) all subsequential limits of this 
family are as t -> oo are equal to the common value of i/_ and v  therefore 
limt-Hx>t*S(t) exists and equals that common value. Therefore the process is 

ergodic

Theorem 1.4.6: Suppose that v is a probability measure on X and that c(x, 77) 
are the rates for a spin system. Then v is reversible for the spin system if and 
only if

(1.4.6.1) f  c(x,7i)[f(r]x) -  f{T))]dl/ =  0
Vx 6  Zd and /  6 C(X). If the rates are strictly positive then this is equivalent 
to the statement that u has the following conditional probabilities:

(1.4.6.2) i/(t/ : t/(x) =  C(*)to(«) =  C(«) Vu ^  x) =  e-(xj f e § ^ j
Proof: If (1.4.6.1) holds for all f€C(X), then it can be applied to the function 

f{Vx)9(v) for f,g€D(X) to obtain

f  c(x,T})f(T/)g(rfx)di/ = f  c(x, Ti)f(Vx)g{T])du 
or equivalently

/  c(x, n)f(v)[g(vx) -  g{-n)]dv = f  c(x, v)g(v)[/(vx) -  f(v)l&  
summing on x we get that v is reversible for the spin system.
To prove the converse, assume that v is reversible.

For a finite subset T of Z d and an x€T, let /(r/) =  IIyeTV(y) and g{v) = fiVx)- 
Then

g(rj)Slf(Tj) =  / ( 7/x)Sy6Tc(y, 7/)[/(r/r) -  /(t/)] =  c(x, v)f(Vx) and 

f t n ) & g ( r ) )  =  f ( r ] ) Z y € r c ( y , T i ) [ g { T i s ) - g { r / ) ]  =  c ( x , 7 / ) / ( t / )
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so that (1.4.6.1) holds for that f by Proposition . By linearity, it holds for all 
feD since D is dense in C(X) (1.4.6.1) holds for all feC(X). Now assume that 

c(x, t j )  >0  Vrr € S and t j  € X.  Fix an x 6  Zd and let C a { t j )  and c b { t j )  be the 

unique functions on X which do not depend on t j ( x )  such that then (1.4.6.2) 

can be rewritten as the statement that

/  rj(x)f{rj)di/ =  /  for all /  6 C(X)  which do not depend on
t j ( x ) .

Since C a ( t j )  + c b ( t j )  does not depend on t j ( x )  and is strictly positive, this is 
equivalent to the statement that

/  +Cfl(77)]di/ =  f  c A {Tj)g{rj)du for all geC(X) which do not de­
pend on t j ( x ) .

But this can be rewitten as 

f9(v)(v(x)ca{v) ~  [1 ~ ij{x)\cA{Tj))dv = 0 or

(1.4.6.3) f  c(x,rj)g{Tj)[2rj(x)  -  l ] d v  =  0

On the other hand, if f€C(X) is written as

/07) =  ~ V(*)\ +  where / \  and fa  do not depend on rj(x)
then

f { Tlx) ~ f iv)  =  — /bMK2j?(i) - 1] so that (1.4.6.1) can be rewritten as
/  c(x, ij)[fA(rj) ~ / b{i7>][2r?(x) -  l]du = 0

T heorem  1.4.7: Suppose that c(x,77) is strictly positive, and that for each 

x , c(x,T7) depends on only finitely many coordinates. If the spin system is 
reversible with respect to some probability measure 1/, then it is a Stochas­

tic Ising model relative to some potential {Jr}- Proof: By Theorem 1.4.6 u 
has conditional probabilities given by (1.4.6.2). By the finite dependence as­

sumption on the rates and Theorem 1.4.2, v  is a Gibbs state relative to some 
potential ( note any finite state measure that never equals zero can be written
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in the form defined as a Gibbs state). Using (1.4.6.2) and Definition 1.3.4 we 
see that:

c(x.Cx) 1__________
c(x,C)+c(x.C*) l+ ex p [—2E i 6R7 r x h (C)1

which implies

JRX*(0]

using the multiplicative property of x we conclude 

c(x, C)exp[El 6R/Rxn(C)] =  c(x, Cx)ezp[E*gR.//iX«(Cx)]

which implies that our spin system is a Stochatic Ising model (independent of 
the coordinate (x

Theorem  1.4.8: Suppose that c(x, 77) are the rates for a Stochastic Ising model 
relative to the potential {Jr}. Then G=R where G denotes the set of all Gibbs 
states relative to the same potential.

Proof: By the Theorem 1.4.6 and Definition 1.3.3 it suffices to show that for 
a Stochastic Ising model,

  =    1 r
c(x,<)+c(x,C*) l+ e x p ( -2 E ,6RJ|Oc*(C)l

but this is shown just as in the proof of Theorem 1.4.7. Since we have a 
stochastic Ising model we have

c(x, C)exp[El6RJflxn(C)] =  c(x, G)earppx6it^ftXn(Cx)] 

therefore
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=  eip [-2E l6BJRX«(C)]

and we conclude c(, ,&%,{.) =  ^ i - ^ U ^ a l O l

Theorem  1.4.9: Suppose our space is Z2, Jr = 0 if R={x, y} with \y -  x| = 1 

and Jr = 0 otherwise. For sufficiently large positive this potential exhibits 
phase transition.

Proof: For n > 1 define vn as the unique Gibbs state on T with C = 1 and 
T  =  [—n,n ]2 C Z2. It suffices to show that

(1.4.9.1) Iim0_+ooi/n(7? : t?(0) =  0) = 0 uniformly in n, since phase transition 
will occur for any £ such that limn_*00t/n(T7 : r/(0) =  0) < To visualize the 
proof it is important to visualize a configuration rj € {0, 1}T in a certain way. 

Write +  for 1 and - for 0 and agree to draw horizontal and vertical lines of unit 
length between adjacent sites which have opposite signs. An illustration with 
a particular configuration is given below. Let B{rj) be the union of all these 
vertical and horizontal lines. Note that the configuration can be reconstructed 
from B{rj) if the boundary is fixed. Also B(r}) is a disjoint union of contours, 
where a contour is a closed non self-intersecting polygonal curve. The length 
of all the contours which make up B{r\) will be denoted by \B{tj)\. With this 
notation we can proceed to prove (1.4.9.1). If 77(0) =  0 then 0 is surrounded 
by at least one contour 7 . Let T be the set of contours surrounding 0. Then

(1.4.9.2) un(r}: tj(0) =  0) =  E76r^n(r?: 7 € #(*?))

so we need to estimate un(r} : 7  € B(ri)) for fixed 7  € T. To do so use the 
Definition of Gibbs state to write

(1.4.9.3) M l  = 7  € B (,,»  =
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if 7/ is such that 7  6 B(t)), define 77 by tJ ( x )  =
1 — 7](x) if 7  surrounds x 

r](x) otherwise
Then B(rj) is obtained from B(q) by removing 7 , so that |£(tj)| =  I7 I +  |B(rj)|.

Since the map 77 —► 77 is 1-1, each term in the numerator on the right side 
also appears in the denominator, therefore we can conclude that t/n(r? : 7  6 

B{rj)) < exp[-2/9 |7 |] using this in (1.4.9.2) gives

(1.4.9.4) 1/(77 : *7(0) = 0) < Uj .̂Ae~2&kN(k, n) where N(k,n) is the number of 
contours 7  6  T of length k.

But N(k, n) < k3k for all n, since each contour 7  6  T of length k must cross 
the positive horizontal axis at least at one of k places, and such a contour can 
be continued at each point in at most three ways. Thus we obtain the estimate

Theorem  1.4.10: Consider a stochastic Ising model relative to the potential 

{Jr}, and let G be the corresponding Gibbs states. Then G C 3 . In particular, 
if the stochastic Ising model is ergodic, then there is no phase transition for 
that potential.

Proof:/? C follows from the definition and by the previous Theorem R=G, 

therefore G C 3. If the process is ergodic, then 5  is a singleton, therefore G 
is a singleton as well, so {Jr} shows no phase transition.

Theorem  1.4.11: Consider an attractive stochastic Ising model relative to the 
potential Jr , then i/_, v- e  G.
Proof: Let Sn defined as before increase to Z d, and let cj*(x, 7 7 )  be the rates 
for the approximating spin system, by checking c(x, 7 7 ) 1 / ( 7 7 )  =  c(x, T]x)i/(rix), 
we see that uSn,<; is invariant for c£(x, 7 7 )  if £ =  1 and for Cq (x, 7 7 )  if £ =  0. By 
the convergence Theorem of finite state Markov chains, i/ 1 and u-n are equal

Therefore by (1.4.9.3) vn{r): 7  6  B(tj)) =  exp[—2$ |7 |]

(1.4.9.5) t/n ( 7 7 : 77(0) =  0) < T,f=ik3ke 'm  
from which (1.4.9.1) follows by DCT.
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to i/Sn£ with (  =0  and C =  1. Therefore i/M € G(Sn) so that i/-, i/_ G G by 
the above Theorem.
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CHAPTER 2

Antiferromagnetic Stochastic 
Ising Model

2.1 H=0 case

In general, the potential of an antiferromagnetic Ising model is of the form

J r = {

pH  for x € Zd 
PJ(y — x) for x ,y  e Z d 

0 for |i?| > 3

where J(y - x ) < 0 i f | y - x | i s a n  odd taxicab distance from the origin, 
and J(y — x) > 0 if \y — x\ is an even boxcar distance from the origin. As 
we did in Chapter 1 we will simply investigate the nearest neighbor model, 

thus J(y-x)=0 if \y — x\ > 1. Since J(y-x) is negative this system, by looking 

at the Hamiltonian, ^rJrX rM ^  we conclude that +1 spins are attracted to 
0 spins and 0 spins are attracted to +1 spins since these states require less 
energy. Let A(x) represent the configuration, 77, where 7 7 ( 1 )  =  1 if x is an even 
taxicab distance from the origin and t j ( x )  =  0 if x is an odd taxicab distance
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from the origin. Let B(x) represent the complimentary configuration, 7 7 , where 
r}(x) =  0 if x is an even taxicab distance from the origin and i]{x) =  1 if x is 
an odd taxicab distance from the origin. These states have the same energy as 
T](x)  =  1 and r)(x) =  0 in the ferromagnetic model. To relate this model to the 
ferromagnetic one, we will define a new ordering for configurations on {0 , l}zd. 

We will say T} X £ if fj < £ using 1.3.5.11, and v ■< n if f  fdv(ij) < f  fdn(fj) V 
f increasing

I t ( x) if M is even using the taxicab norm 
where 7 (1 ) =  <

[ 1 -  7 (x) if |z| is odd using the taxicab norm

We introduced an ordering for the ferromagnetic model at 1.3.5.11, everything 

up until that point except Theorem 1.3.4, which we must modify, is indepen­
dent of J r  thus is true for general J r . Therefore everything in Chapter 1 

up until 1.3.5.11 holds for the antiferromagnetic model discussed here except 
Theorem 1.3.4. We will modify every Theorem and Definition in Chapter 1 

after 1.3.5.11 to show that analogous results hold here as well.

Theorem  2.1.1 Suppose that S€ Zd is finite, and that { J r ,  R  C S} is a po­

tential with J r  < 0 VR and H=0. Let v be the corresponding Gibbs state 
then,

(2.1.1.1) f  XAdv > OVA C S  such that A has an even number of points which 
are an odd taxi-cab distance from the origin, and

(2.1.1.2) ^  /  XAdu = f  XAXadv -  f  XaJv f  xbJv > 0 for all A, B  C 5 both 
A, and B have an even number of points which are an odd taxi-cab distance 
from the origin

Proof: The proof of (2.1.1.2) uses (2.1.1.1) so we must prove (2.1.1.1) first. In
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order to do so, write 

f  \Adu =  KZrjXA{v)exp[ZRjRXR{fi)]

= K X t X A m z u t i 'Z R j R X R m '1
Where fj is a configuration on Zd, I wrote rj instead of 17 to emphasize that these 

are configurations on the same space as before, but with different equilibrium 
states ( A and B as opposed to 1 and 0). If we try to analyze the difference 
between the ferromagnetic case we come up with an interesting revelation, for 

any set R  C S  Xr(h) — ~  1x Xr (v)- Therefore comparing to the ferromagnetic 
case to the antiferromagnetic case we see that every configuration is summed 
whether we sum over tj or fj (i.e. there is a 1-1 correspondence between the 

configurations). Therefore ErJrXr(t)) =  %rJrXr (v) where Jr = - J r the 
ferromagnetic analog to our antiferromagnetic model. This now simplifies to 
the proof of Theorem 1.3.4 in Chapter 1. I will write the rest of the proof 
below:

=  JR^riXAiV^k^XRkiv)

To see that this is a sum of nonnegative terms, it suffices to note that

XA(Tl)Rk=iXRk(jl) = Xb{v) where B = {x € 5  : x is in an odd number of the
f 2>5I if B =  0 

sets A , Ri, i?2i —, Rn} and that for any B  C S  E„xb(^) =  S
[ 0 if £  ^  0

Therefore we have a sum of positive terms, and the sum is positive. Turning 
to (2.1.1.2) use the explicit expression for K to write

J  X A W  -  V i e z r i E R J a X R V m

Therefore the equality in (2.1.1.2) is the result of a simple differentiation. To
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check the inequality, write

/  XaXb<Lv -  f  XAdv f  XBdu =

K2^[XA{v)XB(fi) -  XA{fj)XB(d]exp[ZRI R[xR(fi) +  Xr(C)]]
Notice that Xa{v) = Xa{v) Vt; since A has an even number of points an 
odd distance away from the origin ( using the taxi-cab metric ). Likewise, 

Xb(v) = Xb(v)- We must simply check the /r[x«(^)] + X r(0 - Notice we only 
concern ourselves with \R\ =  2 since JR =  0 otherwise. However, once again 
this term is equal to the analogous ferromagnetic term in Chap 1 Theorem 

1.3.4 because \R\ =  2, Xr{v) = —1 x  Xr{v) V77 77 is t; flipped at every point 
odd distance from the origin, and JR = — 1 x JR therefore the product of the 
two will be the same as the product in the ferromagnetic case. Thus we have 
proved Theorem 1.3.4 for the antiferromagnetic case.

Theorem  2.1.5: Let K={(7?, C € X  x X  : 17 ;< £} Suppose 77 < £ 

ci(x,t?) < c2(x,C)if rj{x) =  C(z) =  B(x) and 
ci(x, 7 7 )  > c2(x, C) if tj(x) =  C(x) =  A(x), then Vfa, Q € K  and t > 0 

/ ’“ [(k.C.) S K\ =  1.
Proof: Let E be the set of all functions f in C(X  x X)  such that /  > 0 and 
/  =  0 on K. For A > 0 and /  € A, define h 6 D(Q) by h — Xflh =  / .  Let 
( 7 7 ,  £) € K  be a point where h achieves its maximum on K. We will show that 

0  ^  0) so ^ a t  h(r), £) < /(?/, £) =  0. Since h > 0, it will follow that 
h 6 E  as well. To show £lh{ri, Q <  0, we will check that each of the terms in 
the sum defining Q/i is nonpositive. Consider the following three cases:

a)77(1 ) /  C(x) in which case (77, £) 6  K  implies that (77*, C) € K  and 

(77, C*) € K,  so that fc(i7*,0 < ^(77,0 and hfoCx) < frfa.O-

b)77(x) =  C(x) =  0, in which case (77, C) €  K  implies that (77*, Cc) € K  and 
(77, Cx) € K,  so that h(qx,£x) < h(rj,Q and /i(t7,Cx) < KVjO- However, in this
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case (r?x, C) £ K,  so we need to have C i ( x , t } )  = min(ci(x, t j ) ,  c 2 ( x ,  C)) which is 
part of our assumption.

c)r}(x) =  C,(x) =  1 which is analagous to b), using the second part of the 
assumption.
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2.2 H=(-1)W case

There is a relationship between Gibbs states for the ferromagnetic and an- 
tiferromagnetic Ising models. To see this we simply take the mapping fj(x) 

introduced in Section 2.1. This mapping takes our Hamiltonian EJrXr(.v) 
and maps it into the Hamiltonian EJrx r (t)), V with JR =  — Jr |Z2| =  2 and 
JR =  ( - l ) ,zl Jr if R = {x}thus we have a bijection from the ferromagnetic case 
to the antiferromagnetic case. All the proofs in Chapter 1 follow using this 
bijection, we first relate the antiferromagnetic case to the ferromagnetic one 
then use the proof from Chapter 1 then we use our bijection again to go back 
to the antiferromagnetic case. We will go through some of the proofs using 
the procedure quoted, then we will simply restate the remaining theorems and 
definitions so they apply to the antiferromagnetic case.

Theorem  2.2.1: Suppose that the potential is given with 0 > 0 and 
J(x) < 0. Then Ci ^  (2 implies that 1t iCi < i*r,c3 for any finite T  C S.
Proof: By the FKG inequality (1.3.6) which is proven earlier, it suffices to 

check that for rji.rfe € {0,1}T

a 4 1) + Xr{Vi At?£2)] > ZRrYT&MXRivi^+XRiVi)] when­
ever Ci ^  C2- Using the special form for J r  which we have assumed and the 
bijextion above, this can be rewritten as the statement that the expression

2£ffE z6T( - l ) |l |fr'i A Th{x) -I- (rji V Tfe)(x) -  7h(x) -  Tfc(x)]

+  2/8EIiy€T& yJ‘ {y -  x)[(t/i A %)(x)(77i A Tfe)(y) +  (rfi V % )(x)(^i V 7fc)(y)

-m(x)rh(y) -  ih{x)m(y)
+  40 E l6T,„fr>/*(y ~  x)[(ni A rh){x)Q(y) +  (rfi V %)(x)<f2(y) -  Vi(xKi(y) -  

<2(y)

is nonnegative. The first term is zero and the rest are nonnegative by the proof 
in Chapter 1
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Corollary 2.2.1: Under the assumptions of Theorem 2.2.1, 7\ C T-i implies 
that t 'j ’j < i/jj and v f  > vf2

Proof: By Theorem 2.2.1 unx  ^  U-Ti ^C- Therefore =  S7:-Y=ionTa/Tl ̂ '^Tj
which clearly implies that uft < The opposite statement holds true analo­
gously.

Corollary 2.2.2: Under the assumptions of Theorem 2.2.1 we have 

\)u_ = lim rnsvs exists
2 ) v  =  exists

3) / €  G

4) phase transition occurs if and only if i/_ ^  v~
5) phase transition occurs if and only if u_(t) ’■ v(x) — A(ar)) ^  u-(r) : rj(x) = 
A(x))

Proof: 1) and 2) exist since Corollary 2.2.1 implies monotonicity.

3) By Theorem we have i/j- ■< vt,$ ^  vf
for any Gibbs state u? is a convex combination of which are less than or
equal to uf. Therefore v ■< iff Likewise we conclude u > u jr

4) This follows from 3) and the definition of phase transition.

5) follows from 4) since #  v-

Theorem  2.2.2: In addition to the assumptions of Theorem 2.2,1, suppose 

that H=0. Then l)vXy '• v{x) — ^(*)) +  v~{v '• y{z) — ^(aO) =  1
2)v-{ji : tj(x) =  A(x)) is an increasing function of 0
3)There is a critical value 0 < &e < oo such that there is no phase transition 

if @ < Pc and there is phase transition if 0 > Pc
4)/3c is a decreasing function of the numbers J(x).
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Proof: 1) Since H=0, Uf is obtained from i/jt by interchanging the roles of 0 

and 1. Since
i/x(77: r)(x) =  A(x)) + : t)(x) =  B(x)) =  1 we conclude

i/jt(v ■ v(x ) =  A{x)) + 1/^ (7;:  r?(x) = A(x)) =  1
Let T  t  oo we conclude i/_(i7 : r](x) = A(x)) +  v{r}: 77(1 ) =  A[x)) =  1

2)Note that if C =  1 then Xnirf) = Xnyriv) so that 1.3.2.3 takes on the form
1.3.3. We apply 2.1.1.2 with A={x} to conclude that
Uf{r]: tj(x) =  A(x)) -  vf(r): r}(x) = B(x)) =  2uf (77 : i]{x) =  A(x)) -  1

is an increasing function of £ for each x€ T
3) Follows directly from 1) and 2) and the definition of phase transition
4) Follows from 2.1.1.2

Definition 2.2.2: A spin system with rates c(x,7j) is attractive whenever 77 < C 

we have
c(x,T}) < c(x, 0  if 7/(x) =  C(i) = A 

and c(x,rf) > c(x,C) if v(x ) =  C(*) =  B
Theorem 2.2.3: Suppose c(x, 77) is attractive, and let S(t) be the semigroup
for the spin system, then the following hold
l.tfBS(t) X JBS(s) for 0 < t < s
2.S^Sit) X 8aS(s) for 0 < t < s
Z.5BS(t) < nS(t) < SAS(t) for t > 0 and (i 6  p
4.1/. =  liTnt-+0O6BS(t) and v- =  Zz77it_,006/4.S(t) exist

5. if /i € p, tn 00 and u =  limn->ooHS(tn) then v_ ■< v ■< v-
6. 1/., 1/* 6

Proof: 1) By definition, 8b < 8sS(t — s) for 0 < s < t. Therefore using the
semigroup property, 8BS(s) < <JBS(£ — s)S(s) =  8BS(t)

2) Same as 1.
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3) Note by monotonicity 6b ^  n -< 6/tfjt € p therefore <JbS(£) ■< nS(t) < 
SAS(t)

4) Follows from 1), 2) and the compactness of p in the topology of weak 
convergence, and the fact that M has the following property:

f  fdfii = j  fdn2
for all /  6  M  and some /xi,/X2 G p implies that /xi =  7x2 
Theorem  2.2.4: Suppose c ( x , t ? )  is attractive, then c-*(x, t j )  is attractive for 

each i and n. If ha , h, hb € p satisfy /is r< /x ^  jiA, then naS(t) ■< jiS(t) ^  
t*AS(t)Vt > 0.

Proof: Since 77 ■< £ implies tj1 ■< C the attractiveness of c£(x, 77) follows from 
that of c(x,rj). To prove the theorem it suffices to check that Cg < c(x, 77) < 
if T}(x) = B(x) and dg > c(x,r)) > if t j ( x )  = A(x). This is true for xG S, 
since t)b and for x£ S since 0< c(x, 77) < M(x)

Theorem  2.2.6: Suppose that v is a probability measure on X and that c(x, 77) 
are the rates for a spin system. Then v is reversible for the spin system if and 
only if

( 2 .2 . 6 .1 )  / c ( x , 7 7 ) [ / ( t 7 x ) -  f{rj)\du =  0  

Vx G 5  and /  G C(X). If the rates are strictly positive then this is equivalent 
to the statement that v has the following conditional probabilities:

(2.2.6.2) 1/(77: ri(x) =  C(*) fo(«) =  C(“ ) Vu ^  x) =

Proof: If (2.2.6.1) holds for all fGC(X), then it can be applied to the function 
/ ( t 7x)<7( t 7)  for f,gGD(X) to obtain 
/  c(x,Tj)f(rj)g{r}x)di/ = f  c{x,Tj)f(rjx)g(Tj)du

or equivalently

f  c(x,Tj)f{Tj)[g{Tjx) -  g(q)]di/ =  /c (x , 77)0 (77)[ / ( t 7 z ) -  f{rj)\dv 

summing on x we get that v is reversible for the spin system.
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To prove the converse, assume that v is reversible.

For a finite subset T of Zd and an xGT, let f(rj) =  Uy^xviv) ^ d  <7(77) =  f{qx).
Then

9{ r i ) n f { v )  =  f ( Vx ) ^y€Tc{y , v ) [ f [ vx) -  f i v ) ]  =  c(x,7/) /(77s) and 
f{v)^9(v) =  f(v)^y€Tc(y,T})[g(rix)-g(7})] =  c(x,t/)/(t/) so that (2.2.6.1) holds 
for that f by Proposition . By linearity, it holds for all f€D since D is dense 

in C(X) (2.4.6.1) holds for all feC(X). Now assume that c(x, rj) > 0 Vx G Zd 
and r) G X.  Fix an x G Zd and let cA{q)  and 00(77) be the unique functions on 
X which do not depend on r?(x) such that

then (2.2.6.2) can be rewritten as the statement that J* 7)(x)f(r})di> = 

f  CA(q*+J;ifi)f ( Ti)^v  f°r all /  € C(X) which do not depend on 77(x). Since 
0,4(77) +  00(77) does not depend on g(x)  and is strictly positive, this is equiv­
alent to the statement that f  T](x)g(r])[cA(ri) +CB(T})\dv = J  CA{rj)g{ri)dv for all 

gGC(X) which do not depend on 77(x). But this can be rewitten as f  g(T})(Tj(x)cA(r])— 

[1 -  77(x)]c/4(77))di/ = 0 or / c(x,77)<7(t7)[2t7(x) -  l]dv =  0 On the other hand, if 
fGC(X) is written as f(rj)  = (77)[1 -  T7(x)] +  f B {77)77(1 ) where f A and f B do
not depend on 77(1 ) then f{gx) -  /(tj) = [ ^ ( 77) -  f B {t7)][2t7(x) -  1]

so that (2.2.6.1) can be rewritten as f  c(x, t})[/a (t})~/b(t7)][2t7(x)—l\dv = 0

Theorem  2.2.7: Suppose that c(x,77) is strictly positive, and that for each 
x , c(x,77) depends on only finitely many coordinates. If the spin system is 
reversible with respect to some probability measure u, then it is a stochastic 

Ising model relative to some potential { J r } -  Proof: By Theorem 2.2.6 u has 
conditional probabilities given by (2.2.6.2). u is a Gibbs state relative to some 
potential ( note any finite state measure that never equals zero can be written 
in the form defined as a Gibbs state). Using (2.2.6.2) and Definition 1.3.4 we 
see that:
 c(r,k )  ______  1______r
c(x,C)+e(x,Ci) l+exp[—2S , €RJh x7i (C)]

which implies

HgjL =  exp[-2El6R J rX r ( 0 ]

using the multiplicative property of x  we conclude
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c(x,C)exp[El 6RJfiXii(C)] =  c(x, Ci)exp[El6/e JrXh(Ci)]
which implies that our spin system is a Stochastic Ising model (independent

of the coordinate C*

Theorem 2.2.8: Suppose that c(x, 77) are the rates for a Stochastic Ising model 
relative to the potential { Jr}. Then G=R where G denotes the set of all Gibbs 

states relative to the same potential.
Proof: By the Theorem 2.2.6 and Definition 1.3.3 it suffices to show that for 

a stochastic Ising model, e(x$ $ ,c . )  =  i + ^ ^ s ^ w o l  but this is shown 
just as in the proof of Theorem 2.2.7. Since we have a Stochastic Ising model 

we have

c(x, C)exp[Sl 6flJfiXR(C)] =  c(x, Ci)exp[Sl 6flJftXn(Cx)] 
therefore

=  exp[—2Ei 6h^rXr(0 ]
and we conclude

Theorem 2.2.9: Suppose our space is Z2, Jr =  —/3 if R={x, y} with |y -x | =  1 
and Jr = 0 otherwise. For sufficiently large positive 0, this potential exhibits 

phase transition.
Proof: For n > 1 define i/n as the unique Gibbs state on T with C = 1 and 
T  = [-n , n]2 c  Z2. It suffices to show that

(2.2.9.1) lvmp->oaUn(j}: f?(0) =  B) =  0
uniformly in n, since phase transition will occur for any 13 such that 
limn-*ooVniv ' y(0) =  B) < 5. To visualize the proof it is important to visualize 
a configuration 77 6 {0, l}r  in a certain way. Write +  for 1 and - for 0 and 
agree to draw horizontal and vertical lines of unit legnth between adjacent sites 

which have opposite signs. An illustration with a particular configuration is 
given below. Let B(q) be the union of all these vertical and horizontal lines. 
Note that the configuration can be reconstructed from B{rj) if the boundary 
is fixed. Also B(rj) is a disjoint union of contours, where a contour is a closed 
non self-intersecting polygonal curve. The length of all the contours which
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make up B(r\) will be denoted by |B(t/)|. With this notation we can proceed 
to prove (2.2.9.1). If t/(0) =  0 then 0 is surrounded by at least one contour 7 . 
Let T be the set of contours surrounding 0. Then

(2.2.9.2) : 7/(0) =  0) =  £7€r*'nfa : 7 € B(r/))

so we need to estimate un(r} : 7  6  B(t/)) for fixed 7 € T. To do so use the 

Definition of Gibbs state to write

(2-2-9 3) » .(„  : 7  € Bfo)) =  " • ' t S M S l g 1'1

. . „ ( 1 -  7/(1 ) if 7 surrounds x
if 7/ is such that 7  € B (t/), define 7/ by fj(x) =  <

[  t/(x ) otherwise
Then B(fj) is obtained from B(t/) by removing 7 , so that |B(r/)| =  |7 | + |B(t/)|. 

Therefore by (2.2.9.3) 17,(7, :  7  € Bfo)) =  ’
Since the map 77 —► 77 is 1-1, each term in the numerator on the right side 

also appears in the denomenator. therefore we can conclude that 1̂ (77 : 7  6 

B(t/)) < exp[-2£|7 |] using this in (2.2.9.2) gives

(2.2.9.4) 1/(7/ : 7/(0) =  0) < T ,^ e ~ 20kN{k,n) where N(k,n) is the number of 

contours 7 G T of length k.

But N(k, 71) < k3k for all n, since each contour 7  6  T of length k must cross 
the positive horizontal axis at least at one of k places, and such a contour can 
be continued at each point in at most three ways. Thus we obtain the estimate

(2.2.9.5)i/n(7/ : 7/(0) =  0) < Sgi4fc3*e~2gfc from which (2.2.9.1) follws by DCT. 

Theorem  2.2.10: Consider a stochastic Ising model relative to the potential
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{ Jr}, and let G be the corresponding Gibbs states. Then G C 5. In particular, 
if the stochastic Ising model is ergodic, then there is no phase transition for 
that potential.

Proof: R c $ S  follows from the definition and by the previous Theorem R=G, 
therefore G C 3. If the process is ergodic, then S  is a singleton, therefore G 
is a singleton as well, so {Jr} shows no phase transition.

Theorem  2.2.11: Consider an attractive stochastic Ising model relative to the 
potential Jr, then i/_, v  6  G.
Proof: Let Sn defined before increase to Z d, and let <%{x, r}) be the rates for 
the approximating spin system, by checking c {x , t} ) i/ { tj) = c(x, t]x ) i/ ( t)x ) ,  we 
see that £/s„,c is invariant for c^(z, rj) if £ = A and for dg{x,T}) if £ =  B. By 
the convergence Theorem of finite state Markov chains, v? and v-n are equal 

to vsn£ with C =B and Q =  A. Therefore z/1, v*  6  G(Sn) so that w, i/_ € G 
by the above Theorem.
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2.3 Antiferromagnetic model with H^O

Assuming 0 some theorems from the previous section hold but several 

do not. We will go through the Theorems that hold for this case individually 
and then prove phase transition for this specific case ( this was not done 
in Secion 2). In section 1 the first theorem (Grifith) does not hold, unless 
J[xy = ( - 1)1*1, however the other theorem from section does hold namely.

Theorem  2.3.1: Let K={(r/,C € X  x X  : 77 < £} Suppose 77 ■< £ 

ci(x, t\ )  < c2(x, C)if f?(x) =  C(x) = B{x) and 

C i ( x , t ; )  > c2(x, C) if rj{x ) =  C(®) =  4(x), the11 ^C^C) € K  and * > 0 
P (" '° [fo ,C t)€ * ] =  l.
Proof: Let E be the set of all functions f in C(X  x X)  such that /  > 0 and 
/  = 0 on K. For A > 0 and /  € A, define h € D(Q) by h — \Clh = / .  Let 
(77, Q E K  be a point where h achieves its maximum on K. We will show that 

&KViQ ^  0, so that h(rj,Q < /(»7.0 =  0. Since h > 0, it will follow that 
h €  E as well. To show Qh(r), C) < 0, we will check that each of the terms in 
the sum defining Clh is nonpositive. Consider the following three cases:

a)t/(z) /  C(x) in which case (17, Q e K  implies that (rjx, Q e K  and 

(77,Cx) 6  K, so that h{rjx,Q < h{t?,C) and h{77, C*) < M*7,0-

b)T/(x) =  C(x) =  0, in which case (77, £) 6  K  implies that ( tjx , Cx) 6  K  and 

(77, Cx) € K, so that h(rjx, <*) < ^(77, C) and h{q, Cx) < M7?. C). However, in this 

case (t7x,C) £ K, so we need to have ci(x, 77) =  min{ci(x,rj),C2(x,Q) which is 
part of our assumption.

c)t7(x) =  C(x) =  1 which is analagous to b), using the second part of the 

assumption.
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Theorem  2.3.2: Suppose that the potential is given with £ > 0 and J(x) < 0. 

Then Ci ^  (2 implies that i/riCl ^  ^,<2 f°r any finite T  C S.
Proof: By the FKG inequality (1.3.6) which is proven earlier, it suffices to 
check that for r?i, jfe € {0, 1}T

Ar/^1) +xr(t/i2 A7/̂ 2)] > +  X*(t?£2)] w ho­
ever Ci ^  (2- Using the special form for J r which we have assumed and the 
bijection above, this can be rewritten as the statement that the expression

20H'Ex<zr(-l)W[f)l A 7fc(x) + (rh V %)(*) -  m(x) -  r&(x)]

+  2j0EE,y6TW ( y  -  x)[(ifc A Tfe)(x)(T?i A ife)(y) +  (jfx V rh)[x)(ih V %)(y)

-  Vi(x)rfi(y) ~ rhi?)rh{y)
+ 4/9SieT,ŷ r J , (T/ -  x)[(r/i A ift)(*)Ci(y) +  (m V ife)(x)Ca(y) -  »?i(x)Ci(y) -

%(*)&(y)

is nonnegative. The first term is zero eventhough H ^  0 which is very special. 
This allows us to have our results for this section, in the previous sections 
at some point we set H=0, hence the first line was trivially 0. The rest are 
nonnegative by the proof in Chapter 1

Corollary 2.3.1: Under the assumptions of Theorem 2.3.2, 7\ C T2 implies 
that vjti and t/fx x  uf
Proof: By Theorem 2.3.2 Urui X V£. Therefore ufx =  ^ r.-r=imT3/Tii/'^rt 
which clearly implies that vf2 ■< The opposite statement holds true analo­
gously.

Corollary 2.3.2: Under the assumptions of Theorem 2.3.2 we have

1)i/_ =  livrvr^svs  exists

2)ir = limrj^s^f exists
3) v_ ■< v ■< v- Vi/ € G
4) phase transition occurs if and only if v, ^  v~
5) phase transition occurs if and only if v_(tj : tj(x) =  A(x)) ^  i/-(t) : t)(x) =
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A(x))
Proof: 1) and 2) exist since Corollary 2.3.1 implies monotonicity.
3) By Theorem we have u_x < < uf
for any Gibbs state vr is a convex combination of vr^ which are less than or
equal to v f .  Therefore v  < v f  Likewise we conclude v > ^ v _ x

4) This follows from 3) and the definition of phase transition.

5) follows from 4) since u_ ^  v-

Eventhough H# 0 the model is still attractive for 

c(x, tj) =  exp(£RJRXR(v))
we check if 77 < C (or equivalently fj < 0  implies c(x, fj) < c(x, Q if r/(x) =

C(x) =  - ( —1)1*1 and c(x,rj) > c(x,C) if J?(z) =C(X) =  (—
We look at all cases where |i2|=2 ( for |i?| = 1 the desired result quickly fol­
lows). If rj(x) =  r)(y) =  £(x) =  1 then either £(y) =  1 in which case we get the 
same term in both expressions, or C(y) =  -1  hence the latter term is larger, 
thus by our initial assumption rj < £ we conclude c(x,77) < c(x, £). All other 

cases are identical.

Theorem  2.3.3: Suppose c(x, 77) is attractive, and let S(t) be the semigroup
for the spin system, then the following hold
1.5flS(t) ■< 5bS(s) for 0 < t < s
2.(Ja5(4) ^  <Ja5(s) for 0 < t < s
3.5sS(t) ■< fiS(t) < S^Sit) for t > 0 and n  € p
4.i/. =  limt-Hx&BS(t) and ir  =  /imt_>0O5A*S,(t) exist
5. if /i 6  p, tn 00 and v =  Urrin^oofiS^) then

6. u_, v -  6 3fe

Proof: 1) By definition, SR ^  8RS(t  — s) for 0 < s < t. Therefore using the
semigroup property, 8RS(s) < 8RS(t — s)S(s) =  5RS(t)
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2) Same as 1.

3) Note by monotonicity 8b < fi -< 8AVn e  p therefore 8BS(t) ■< nS(t) < 
8AS(t)

4) Follows from 1), 2) and the compactness of p in the topology of weak 
convergence, and the fact that M has the following property:
J  fdfii = f  f  dm

for all /  € M and some (ii,m  £ P implies that m  =  m

Theorem 2.3.4: Suppose c(x,r?) is attractive, then c”(x, 77) is attractive for 

each i and n. If ha,h,Pb  € p satisfy hb ^  ^  Ma, then MsS(£) ■< fiS(t) <
HAS(t)Vt > 0.
Proof: Since 77 ■< C implies rj% ■< the attractiveness of c-*(x, rj) follows from 
that of c(x,T)). To prove the theorem it suffices to check that C g <  c(x, 77) <  

if j / ( x )  =  £(x) and Cg >  c(x, 77) >  if 77(1 ) =  A(x). This is true for x6 S, 
since i)B < r) < r)A and for x£ S since 0< c(x, 77) < Af (x)

Theorem 2.3.6: Suppose that v is a probability measure on X and that c(x, 77) 
are the rates for a spin system. Then u is reversible for the spin system if and 
only if

(2.3.6.1) f  c(x, 77)[/(t7x) -  f{jj))dv =  0

Vx 6  S  and /  6  C(X). If the rates are strictly positive then this is equivalent 
to the statement that v  has the following conditional probabilities:

(2.3.6.2) 1/(77: t](x) =  C(x) =  C(«) Vu #  x) =  e(gf f i§ j iCt)

Proof: If (2.3.6.1) holds for all f€C(X), then it can be applied to the 
function / ( 77*)<7(77) for f,g€D(X) to obtain 

/c(x,r7)/(77)g(77I)di/ =  /  c(x,Ti)f(T)x)g(Ti)du
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or equivalently

/c ( x ,77)/(i7)[0 (7fe) -  g(ri)]du = f  c(x,j])g(rj)[f (tjx) -  f(ri)]dv

summing on x we get that v is reversible for the spin system.
To prove the converse, assume that v is reversible.

For a finite subset T of ZA and an x€T, let /(?/) =  UyGTV(y) and 9(v) — fiVx)- 
Then

= f(Vx)^yO'c(y,'n)[f(Tjs) -  f{r})] =  c(x, Tj)f{j]x) and

f t n W M  =  f{ri)^Tc(y,v)[g(rix)-g{v)\ =  c{x,ri)f{n) so that (2.3.6.1) holds 
for that f by Proposition . By linearity, it holds for all fGD since D is dense 
in C(X) (2.4.6.1) holds for all f€C(X). Now assume that 0(1 , 77) > 0 Vx € Zd 
and 77 6  X. Fix an x 6 Zd and let 0,4(77) and 03(77) be the unique functions on 
X which do not depend on 77(2 ) such that

then (2.2.6.2) can be rewritten as the statement that J  T](x)f(r])di/ = 

f  eAfa)+fB-ffif ( Tl)di/ for all /  € C(X) which do not depend on 77(2 ). Since 
0,4(77) +  03(77) does not depend on 77(2 ) and is strictly positive, this is equiv­
alent to the statement that /  77(2 )<7(t7)[c,4(77)+ 03(77) ^ 1/ =  f  cA(7])g(r])dv for all 
g€C(X) which do not depend on 77(2 ). But this can be rewitten as f  3 (77)(77(2 )0^(77) -  
[1 -  Tj{x)]cA{rj))du =  0 or (1.4.6.3) f  c(x,  77)5 (77)[277(2 ) -  l]du  =  0

On the other hand, if f€C(X) is written as f(rj) = f A(r])[l — 77(2 )] + 

f a (77)77(2 ) where f A and / s  do not depend on 77(2 ) then /( t7s) -  / ( 77) =

[/a(*?) -  /b(*?)][2*7(x) -1] so that (2.3.6.1) can be rewritten as f  c(2 , 77)[/a(t7) -  
/B(r})][2ri(x) -  l\du =  0

Theorem  2.3.7: Suppose that c(x,77) is strictly positive, and that for each 
x , c(x,T7) depends on only finitely many coordinates. If the spin system is 
reversible with respect to some probability measure v,  then it is a stochastic 

Ising model relative to some potential { J r } . Proof: By Theorem 2.3.6 v  has 
conditional probabilities given by (2.2.6.2). v  is a Gibbs state relative to some 
potential ( note any finite state measure that never equals zero can be written
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in the form defined as a Gibbs state). Using (2.3.6.2) and Definition 1.3.4 we 
see that:
 ‘f e .Cfj = ____ ,___ 1________rc(i,0 +c(i,<*) l+eij)[-2S:l€HJftx«(C)]
which implies

= exp[-2'Ls&RJRXB.{0) 
using the multiplicative property of x  we conclude 

c(x, C)exp[ExeH7RXR(0] =  c(x,Cx)e:rp[£ieKJ*Xii(C*)] 
which implies that our spin system is a Stochastic Ising model (independent 

of the coordinate C*

Theorem  2.3.8: Suppose that c(x, tj)  are the rates for a Stochastic Ising model 
relative to the potential {JR}. Then G=R where G denotes the set of all Gibbs 
states relative to the same potential.
Proof: By the Theorem 2.3.6 and Definition 1.3.3 it suffices to show that for 

a Stochastic Ising model, ) but this is shown
just as in the proof of Theorem 2.3.7. Since we have a Stochastic Ising model 
we have

c(x,C)exp[E*e R7RX«(0] =  c(x, C*)exp[El6 R JrXr(C*)] 

therefore

=  e x p [-2 E l6 R JrXr(C)] 

and we conclude ,■ > =c(*.C)+c(x,<*) l+ e x p [-2 E x€ R/nXR(C)]

Theorem  2.3.10: Consider a stochastic Ising model relative to the potential 
{ J r }, and let G be the corresponding Gibbs states. Then G C  In partic­
ular, if the stochastic Ising model is ergodic, then there is no phase transition 
for that potential.
Proof: R  C  5  follows from the definition and by the previous Theorem R=G, 

therefore G C  9f. If the process is ergodic, then 3  is a singleton, therefore G 
is a singleton as well, so { J r } shows no phase transition.

Theorem  2.3.11: Consider an attractive stochastic Ising model relative to the
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potential Jr, then t/_, v  € G.
Proof: Let Sn defined before increase to Zd, and let c[*(x, 7 7 )  be the rates for 
the approximating spin system, by checking c{x,rj)v(rj) =  c(x,7]x)i/(r}x), we 
see that i/s„,c is invariant for c^(x, 7 7 )  if £ =  A and for Cg(x, 7 7 )  if £ =  B. By 
the convergence Theorem of finite state Markov chains, i/" and u-n are equal 

to usn£ C =B and £ =  A. Therefore i/*, w* € G(Sn) so that w, i/_ e G 
by the above Theorem.

Theorem  2.3.12: With Jr as given in section 2 the Stochastic Ising model 
has two Gibbs states for d > \H\,0 > (1 — H/d)~lCd where H  =  -  d; d=
dimension

Proof: We have v(rj) = jexp(ERjftX«(T?))
We can rewrite this as

=  7exp(^[(/f+8)E£ll7/(z)-2Ei6v|i-J|=iEj6^ (i)r/0 ')-4 E iev|i_t|=1E^^(i)r?(t)j), 
V c Z d

Now let us examine a configuration, say rj, on Zd. If t?(z) =  0 we draw a unit 
square around i and shade it black, and if 77(1) =  1 we draw a unit square 
around i and shade it white. Within our set V UdV, we will shade any two 

edges that have the same color on both sides. The sum of all the sides for a 
given configuration is defined as T(tj(1), 77(2), ...T}(\V\)/r](t)) We will also shade 

any two edges that have different colors on both sides, the sum of these sides 
will be called f  (77(1), 77(2), ...T7(|V |)/77(t)). Notice that T +  f  =constant since 
either 2 neighboring sites are the same or different, thus the sum is equal to 
the total number of sides. If H+8=2d we conclude

„(„) =  ________ « 7(grWl).^(2),-^(|V|)Mt)))_________

this follows by combining the first and second terms above and noticing the 

last term is equal to 4Etgv,|t-t|=iSt^v7j(i)(l — 7j(t))), V  C Zd hence we also 
conclude
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_  exyWH^Z\v(iH2rmW2),..t)m)Mt)))
y n  S I,(1)6{o>l>. . . , (,v, | )€{o.l } ex p (/JrW l)1n (2 ) ,...^ |V |)M t)))

by using the formula above and using the fact that T +  f  =  c Next we intro­
duce a transformation assuming u(i) is the site directly below i

77(1) if i is outside G

Tg Tl(i)={ if i and u(i) are inside G
1 -  T } ( u ( i ) )  if i lies inside G and u(i) lies outside G

This To annihilates the contour G, does not change anything outside G, and 
raises all the contours lying inside G by one. Therefore we conclude

f ( 1, ( 1) ,  , ( 2) ,  . . . „ ( | V | ) / „ ( < ) )  =  f  ( 7 , ( 1 ) , ,(2 ) , . . .I ,(M )- |G | | 5 S i ( 0 - s & K 0 I  < 

where \G\hor is the number of horizontal sides of the contour G, clearly 
the same holds for \G\vert so we conclude that

Pt(G) =  S(i(i).n(a) n (m »€B (G )< xP (£ (tf£ l= U (» )+ 2 f(i;( l) ,q (2 ),...i)( |y |) /fK t))

2 (,(i).f,(2), ' . . , ( |v | ) ) €{o . i ) I V | ^ ( ^ ! = li'»(‘) + 2 f (n ( l )M 2 ) , . .n ( |V '|)M t) )

<  s (t,(i).i>(2)..... n (|V |» 6 fl(C )« P (^ (tfS ^T )(i)+ 2 f(i)(l) ,T )(2 ),...n ( |V |)/T )(t))

— s (i(D.ii(2)..... i?(lV|))€rfl(C )« P (0 (tf£ j» i') (« )+ 2 f(» |( l) ,,|(2 ) ,...i j( |V |) /r) ( t) )

< exp(~P\G\/2 -  0\H + 8IIGI/WT/8) 
then we conclude that

Pt(G) < exp(-0\G\/2 - 1 |H + 8 ||G |/8)

Assume we are in Z 2 if a point x = (xi, X2) € Z2 lies inside the contour G and 

this contour contains a side of a square with center at x° =  inside G

then the length of the contour G must be no less than 2(|x° —x^+lx®—£2+ 2|). 
In addition there are at most 3m_1 possible paths for G, of length m through 
a given side. Let 7r(x) be the probability that x lies inside at least one contour 
created by the configuration (77(1), 77(2),...., 77(1 V|)). Summing over all G that
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contain x and pass along a side of the square i° , these conditions will occur r 
times for a contour of length r, which is always a multiple of 2 and each square 
has four sides we conclude:
tt(x) < SaeV̂ „o_,l|+,,o.,a+„ ^ -exp(=2p -  ^m|f t8J +  2m/n3)

=  +  (to — l)2 )e x p (^  -  ^ ± § 1  +  2m/n3)
4 cxp(=£-e&±£+l)2ln3)

~  3 (l-e*p(^-^t2I+/S2in3)j»

Assume c, > 0 is the solution to \

Thus n(x) < 7 < 1 for all x€ Zd.
Next assume r}(t) = A(t)

Pt{t}(i) =  B(t)) < 7  < 1 Vi 6  Zd

Analogously using 77(t) = B(t) we conclude a Gibbs state exists such that 

P r(77(z) =  B(t)) > 1 -  7  > 1 Vi 6  Zd.

Thus we have two Gibbs states.

Theorem  2.3.13: Given a stochastic Ising model with Jr as before we have 
the following:

1. The model is ergodic if and only if there is no phase transition.

2. If d > \H\,f3 > (1 — H/d)~lCd where H  =  — d then there is phase 
transition, which implies the model is not ergodic

3. If 0 < /3 «  then there is no phase transition hence the model is ergodic. 
Proof: To prove 1) we first use Theorem 2.3.10 to show that if the model is 

ergodic then there is no phase transition. To go the other direction we use 
Corollary 2.2.2 part 4 to prove there is only 1 Gibbs state, hence it is ergodic.
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2) is proved using 1) and Theorem 2.3.12
3) Suppose we have a family of probability measures on {0,1}, say {p* : j  € 
Z d, s 6  X}. Let | | — fij\\ be the total variation between the two configura­
tions s and t.

Pij := | suP,,t s= t except at ill^j — Pjll

Dobrushkins Uniqueness Theorem states suppose supjCE^jPij) < 1, then 
there exists at most one Gibbs state. Since we already know at least one 
Gibbs state exists we conclude that it is unique. As before we rewrite our 
Hamiltonian as - /jE jij +  '̂EieViif:jZlj(zVU{ti  -  t j)  +  U t iv ^ ie v U (U  -  t)  using 
this form we can express pSj(a) =  ^rexp(-^(Efc?sJcrsfcC/(; -  k) -  pa) =

-  P VkTtj^SkU U  -  k) -  ppa  
where a =  0 or 1.

Analogously /z‘ =  ^ rexp(-/3(Efĉ_;crt*:{/(j -  k) -  pa) =
~ P'£‘k*j,k±icrskU(j - k ) -  ppa -  0aU(i -  j)

Now we can assume s* =  0 and U = 1.
(2.3.13.1) sup,{||/i‘. -  /ij||} =

suPs,ts=t  except at i d y l  +  K j r - ^ ' ^ e x p i - p ^ ^ S k U i j - k ) -

Finding the sup of the above is equivalent to finding the i n f aj3[Lk/ncqjj&iSkU{j- 

k) + p \ >

pinf,[-Tlkti,k*iSk\U{j -fc)| -  |/i|] >

- & k * jtk# \ U { j - k ) \  + \p\

Hence (2.3.13.1) < s u p ^ - ^ + s u p ^ - ^ - ^ ^ l e x p ^ k ^ U U -

*01+  M)

=  2suPs,t s=t except at i\Pj~ P%\ — ksuPs,t s=t except at ilexp(-~P<*U{i — 
J‘)loo <
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Hence |U{i -  j) | =  Et¥0I /( i) |

which is less than c if /9 < Hence by Lemma V.I.4 in Simon[13] we con­
clude that we have a unique Gibbs state. This solves the anti-ferromagnetic 

Ising model.
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CHAPTER 3 

Hard Core Stochastic Ising 
Model

We will begin by defining a flip rate c(x, y) for now we will use

{ 0 if T ) { x) = 0 and y(y) = 1 where \y — x| = 1

exp(SRJ ftXft(r/)) otherwise

Notice that c(x, t/ )  is defined on all of A  = {0, l } z<t, let or(x, rj) denote the 

flip rate on T c  Zd. From the flip rate we create a Markov pregenerator as we 
did in Chapter 1. Let A= {{r){i) :i  6  Zd : r}(i)r}(j) =  0 if |i — j | =  1)}. Let’s 
show A is compact, since A is a subset of x we need only show A is closed. 
Assume A is not closed, say 3rj such that pn € A and r/n -> p and r}$. A. This 
implies that there are two points x and y with \y — x| =  1 with tj( x ) = 1 and 
T](y) =  1. Since r]n -+ r) then r)n(x) and rjn(y) must equal 1 for all N > No, but 
then A which is a contradiction. Hence A is closed and compact.

For the hard core stochastic Ising model we have the potential below

Jr =  *

0H  if \R\ = 1
0J(y — x) if \R\ =  2 x,y € R  

0 if |R| > 2
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J(y—x) < 0 if \y—x\ is an odd boxcar distance from the origin, and J (y -x )  > 0 
if |y — x| is an even boxcar distance from the origin. We will simply investigate 

the nearest neighbor model where J(y-x)=0 for |y — x| > 2, J(y-x)=-oo if 
rj(x) =  T) ( y )  = 1, and J(y-x)=-l otherwise.

Proposition 3.1.1: Assume that swpx&ZiT,x^rOr{xyT}) < oo

1) For /  € D(A), the series fi/fa) =  £ t / {0>1}t  ° r converges 
uniformly and defines a function in C(A), and

||Q/|| < {supx€Z<tXxeTcT(x,r})) HI/HI, where |||/ || | = LxeZ4 ^ f (x)\\

2) S2 is a Markov pregenerator.
Proof: f {01)T cT(x, -  /(r/)]
is in C(A) for each T and each f€ C(A). By regarding r f  as the result of 
changing the coordinates of rj corresponding to sites in T one at a time, it is 
clear that

l/(*7c) -  /(*?)! <  S i6 T A / ( i ) ,  A / ( i )  =  su p n 1/(77) -  f { j ]x)\ 

therefore

II /<*(*, iM /W ) -  /M l II < or E ,€T||A/ (I )||

S t  I I / c tM I / M - Z M I I I  <  (« * p , s i 6t o t ) i i i/ iii

for any /  € D(A). Hence the series defining Q / converges uniformly. Since 
the summands are continuous, it follows that f i /  € C(A).

To prove 2) we must simply show property 3) of Definition 1.1.6. Suppose 

/  6  D{A) and / ( 17) =  m i n ( f ( Q  : £ 6  A). Then /(C) > /{n) for all C € A, so

n /(v )  > 0.
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Thus simply giving a transition function, c(x, 77) defines the Markov pregener­
ator it is necessary to show that R(I-Afi) is dense in C(A) for all sufficiently 
small A > 0. To prove this we approximate fi by a sequence of bounded pre­
generators fin, since bounded pregenerators are generators we conclude

R{I -  Afin) = C(A)

for each n and each A > 0. Therefore given a g€ D(A), there are f n € C(A) 
so that f n -  Afin/ n =  g. Thus if gn = f n — Afi/„ and it will follow that

llifo “  5ll =  A||(fi — f in ) /n | |  “ ► 0

R(I  -  Afi) is dense is a consequence of the fact that gn 6 R{I — AD) for each n, 
and that D(A) is dense. Therefore, Q is a Markov generator, which is uniquely 
associated with a Markov semigroup, which is then associated with a Markov 
process.

By Theorem 4.3 a modified Hille-Yosida Theorem in Chapter 1 from Ethier 
and Kurtz our generator relates to a semigroup on D(A)

Definition 3.2: Given a potential Jr, and 77, 7/x €  A a Markov process with 

non-negative rates, c(x,r]), is called a stochastic Ising model relative to the 

potential if c(x,77) expp^^/aXaC7?)] does not depend on the coordinate 77(x), 

where **(r7) =  rU * [2*K*) ~ 1]

Definition 3.2.1: A Gibbs state with respect to a given potential on T  C Zd 
|T| < 00 is given by
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(3.2.1) i/ft) =
0

±exp{i:RcTJRXR(v))

if r?(x) =  1 and 7 ? (y ) =  1 where \y — x| = 1 

otherwise

Definition 3.2.2: For general T we define a Gibbs state as a measure, u with 
v(Ac) =  0 where

Theorem  3.1: Suppose T  € Zd is finite then 3.2.1 is equivalent to 3.2.2.
Proof: Suppose 3.2.1, then for (  £ A both 3.2.1, and 3.2.2 equal 0, thus we
simply look to prove the theorem for C 6  A v ( tj : r?(x) =  C(x)|t?(u) =  C(u)Vu ^
x) =

KO _

etpfSaJnXRCQl_____ _
«*p[2r^hxh(<)1+«pPr>hx/i(C*)1

l+ eap{—2Exg «  J r x ji (01

since X r (Vx) = ~ X r (v ) if * G i? and x r {v ) i t x & R
For the converse suppose u is a Gibbs state as in 3.2.2. Then v satisfies 3.2.1 
for possibly some other potential, say JR, since it is non-zero in A and T is 

finite, but then we must have Ex€R«/rX*(*?) =  Zx€rJ r xr(t]) for all x. Since 
X r  are linearly independant we conclude JR = JR Vi? /  0 . Changing Jo is 
just changing the normilization constant.

Before we prove the next Theorem we must prove the FKG inequality for our 
Gibbs measure in this Chapter. Consider

v(v) — 2 e*cP(^^l .v l*-vl=i^Rlî viy) •+• 0Xx,v |* -y |= i J rX r ( t? ) )

(3.2.2) i/(r}: t? (x ) =  C(*)l*?(«) =  C(w) Vu ^  x)

0

1 i fC € A ,C x M
if C i  A, Cx € A 
if C € A, Cx € A
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where JR is any negative value for |p — x| =  1 and 0 if |i?| > 2. JR is a fixed 

potential of an anti-ferromagnetic Ising model from Chapter 2. Writing Xr(w) 
as (2tj(x) -  l)(2r](y) -  1) we conclude

1/(77) =  ~2exP{P^x,y H f f i - “x,y \x—y{=l^r{^V{x) ~
1)(2i?(y) - 1))

1/(77) =  £exp(y9EIiV \x-y\=iJRn(x)v(y)+ { H p - 0 J ) 'L iT){i)+Ap'Lx<v \x- y\=iJRV(x)v{y))

This v satisfies the FKG inequality for any fixed JR < 0, we will let JR ->• -0 0  

this limiting measure is the Gibbs state introduced in this Chapter, thus this 
measure satisfies the FKG inequality. According to Chapter 2 we have phase 
transition if (i > (1 — ^ ) -1q  and d > | jf |. With JR =  —1 we can rewrite the 
Hamiltonian as

1/(77) =  i e x p ( - iP { J mR -  l)S x,y \x-y\=i(-l)v(x)v(y) + (H0 +  4/9)Ei77(x)

For the model to have phase transition we need to solve:

1) d > -  d\ <=> -12 < H  < 8d -  12
2) 0 > (1 -

Thus we have exact conditions for phase transition of the hard-core Ising model 
once we prove a few preliminary results.

We will define i/r,c analogous to the previous Chapters, we set t/r,c =  0 if C £ A.

For fe C(A), define vrxtf)  =  £ ,,/[t})vt,q(77) for T fixed this is a function of C, 
with i/r,c(/) =  0 if C £ A. We will say that u is a Gibbs measure if
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1) i/(/|E tc)(C) =  where Et« is the sigma algebra generated by all
configurations outside of T

2) v(Ae) =  0

Theorem  3.2: Suppose that the potential above is given with 0 > 0 and 

J{x) < 0. Then Ci ^  C2 implies that ur,^ ^  vt,<;3 for any finite T  C Zd 

C11C2 € A.
Proof: z>r,c satisfies the FKG inequality by the argument after Theorem 3.1.

'T.cfa) =  ^exp(0HXiy \p-fciJzTp(x)Tfi{y)+H0Lrf(i)+pLXj  [z- v^ iJrXrW ))

where JR is any negative value for |y — x| =  1 and 0 if \R\ > 2. JR is a fixed 

potential of an anti-ferromagnetic Ising model from Chapter 2. Writing xr{rf) 
as (2t̂ (x ) -  l)(27jc(y) -  1) we conclude

= jexp{0^x,y \x-y\=iJRtf{x)rf{y)+H0?,tf{i)+0?:Xty |z_v|=1J R(2 ^ (x )-  

l)(2r/c(y) -  1))

= £exp(/3EZt„ |*-s| = i ^ c(x)T/c(y)+ (H0-A0J)Eiifi{i)+40ZXJI j-_y|=i JRrf(x)rf{y)

This u satisfies the FKG inequality for any fixed JR < 0, we will let JR -* —00 

this limiting measure is the Gibbs state introduced above, thus this measure 
satisfies the FKG inequality.

Note for configurations C 0 A i>r,c =  0. Let At  represent configurations in A 
restricted to T. By the FKG inequality, it suffices to check that for r^, 772 6 At

XRrfr&JR.lXRi'ni At121)+Xr(Vi2 At£2)] >  +Xr('42)} when­

ever Ci ^  C2

Using the special form for JR which we have assumed, this can be rewritten
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as the statement that the expression

2j8ffE,6r[(»?i A 7fc)(x) +  (771 V rfe)(x) -  rji{x) -  172(2:)]

+  2P'ZXty<zTiz*vJ(y ~ x)[{rh A ifc)(x)(r? 1 A 7fe)(y) +  f a  V ife)(x)(m V rfe)(y)
-  T/X(x)7h(y) -  m{x)rt2(y)

+  40E *6T,v<ST-/(y -  * ) [ f a  a  Tfe)(x)Ci(y) +  f a  V T72)(x)C2(y) -  Vi(*Ki(y) -  

m W b iy )

is nonnegative. The terms in the first sum are all zero so the sign of the H is ir­
relevant in verifying the non-negativity of this expression. The terms in brack­
ets in the second sum is zero unless ^ (x ) =  772 (y) = 0  and 773(1 ) =  771 (y) =  1 

or 771 (x) =  772(y) =  1 and 772(1) = 771 (y) =  0 in which case it is equal to 1. The 
term in brackets in the third sum is zero unless 771 (x) =  1 and 772(1 ) = 0, in 
which case it is equal to £2(2/) — So, since /3 > 0 and J(y — x) > 0 the 
required sums are nonnegative whenever Ci < £2-

Let u_x denote the Gibbs state on T taking the value £ =  B(x) outside T, and 
uf  is a Gibbs state on T taking the value £ =  A(x) outside T

Corollary 3.2.1: Under the assumptions of Theorem 3.2, T\ C  T2 implies that 

I'jZi ± vj'i and i/j., b  t'r,

Proof: By Theorem 3.2 i*rliC < i/j, V£. Therefore vfx =  E7-y=j4(r) onrJ/rli'**'r1 
which clearly implies that uf3 < The opposite statement holds true analo­
gously.

Corollary 3.2.2: Under the assumptions of Theorem 3.2 we have
1)t/ = Umrtsu.T exists

2)i/- =  limrtsvf exists
3) v _ < v < v - ' i u € G
4) phase transition occurs if and only if i/_ ±  v~
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5) phase transition occurs if and only if i/.(r) : rj(x) = A(x)) ±  v-{t) : r](x) =

M * ) )

Proof: 1) and 2) exist since Corollary 3.2.1 implies monotonicity.
3) By Theorem 3.2 we have i/_r < i ^  < v f
for any Gibbs state i*r is a convex combination of ur^ which are less thann or 
equal to uf. Therefore u <vj. Likewise we conclude v X i/_r

4) This follows from 3) and the definition of phase transition.

5) follows from 4) since i/_ ^  v

Theorem  3.3: Suppose that v is a probability measure on X with t],tjx 6 A 
and that c(x, rj) are the rates for a Markov process with state space A. Then 
v is reversible for the spin system if and only if
(3.2.1) J c{x , t})[/{tjx) -  f{rj)\dv =  0 
Vx 6 Z d and /  € C(A).
(3.2.2) i/(t] : T]{x) = C(*)|i7(«) =  CM Vu #  x) =  c(lff i -̂ r)

Proof: If (3.2.1) holds for all f€C(A), then it can be applied to the function 
f{r}x)g(r}) for f,g€D(A) to obtain

/  c(x, Tl)f{v)9{Vx)dv =  f  c(x, r))f{T}x)g{ri)dv 

or equivalently

/  c(z, v ) f i v ) [ 9(.Vx) ~  9( v ) }dv  =  f  c(x, il )g(v)[f{Vx) ~  f ( v ) ] d v  

summing on x we get that u is reversible for the spin system.

To prove the converse, assume that v is reversible.
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For a finite subset T of Zd and an xGT, let f(rj)  =  IIverT?(y) and 5(77) =  f(T}x). 

Then

y(r/)fi/(77) =  f (V x)^v&Tc(y,v)[f(r}x) ~  f {v ) ]  = c(x, 77)7(77*) and 

f ( v ) ^ 9(.v) =  f ( v ) £ y e r c ( y ,  v)[9{Vz) ~  9(v)] =  c(x, 77)/(»?)

so that (3.2.1) holds for that f. By linearity, it holds for all feD(A) since D(A) 
is dense in C(A) (3.2.1) holds for all f€C(A).

Now assume that c(x, 77) >  0 Vx 6 Zd and rj, r)x € A. Fix an x € Zd and let 
cq{t}) and cb(v) be the unique functions on X which do not depend on rj(x) 

such that then (3.2.2) can be rewritten as the statement that

/  v(x)f(rj)dv =  / c~d(ji)+cbO f°r all /  € C(A) which do not depend on
tj(x).
Since 00(77) +  cb(tj) does not depend on 77(1) and is strictly positive, this is 

equivalent to the statement that

/  Tl{x)g(r))[cD{i)) +  CB{ji)]dv =  /  00(77)5(77)̂ 1/ for all geC(A) which do not de­

pend on tj(x).

But this can be rewitten as

/ff(*?)W*)cD(77) -  [1 -  T7(x)]cD(77))di/ =  0 or

(3.2.3) /  c(x, 77)5(77)[2t7(x) -  1]du =  0

On the other hand, if feC(A) is written as

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



63

/(*?) =  Id{v)[ 1 -  v(^)] + /s(r?)r?(x) where f o  and f B do not depend on rj(x) 

then

f (rjx ) -  f (rj)  =  [fD{il) -  f B{ti)\[2t](x ) ~  1] so that (3.2.1) can be rewritten as 

f  c{x ,r))[fD(ri) -  f B {r])}[2 t / ( x )  -  1 \dv  =  0

Theorem  3.4: Suppose that c(x,r/) is non-negative, given rj c(x,t]) depends on 
x. If the Markov process is reversible with respect to some probability measure 
v,  then it is a stochastic Ising model relative to some potential { J r }.

Proof: By Theorem 3.3 u has conditional probabilities given by (3.3.2), u is 
a Gibbs state relative to some potential (note any finite state measure that 
never equals zero on A can be written in the form defined as a Gibbs state). 
Using (3.3.2)

c(s.Cx) _  1 i+ e i p [ - 2 £ t1eH./* X R (0 ] i f  C e  A  Cs €  A

c(i,o+c(i,Cx) |  0 if C € A Cx £ A

which implies

=  exp[-2Zx€RJRXR(Q] for C.Cc € A

using the multiplicative property of x  we conclude

c(x, C)e*Pp*€*«tai(C)] =  c(x,G)ea:p[2 xea«fRXii(C*)]

which implies that our Markov process is a stochastic Ising model (indepen­
dent of the coordinate Cx)

Theorem  3.5: Suppose that c(x, rf) are the rates for a stochastic Ising model 
relative to the potential {Jr}- Then G =  R* where G denotes the set of all 
Gibbs states relative to the same potential, and R? is an extension of reversible
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measures on A, taking the value of 0 outside A.
Proof: By the Theorem 3.3 it suffices to show that for a stochastic Ising model,

c (i.C r) _  1___________  rn _ r  r  a  A
c(x,<)+=(*,<*) L+exp[—2£l€ft./R*K(01  ̂ ^

since both are equal on configurations outside of A, but this is shown just as 
in the proof of Theorem 3.3. Since we have a stochastic Ising model we have

c(x, 0ezp[£*6K^ftXK(C)] = c(x- Cr)ezpp*e7i JrXr (Cx)} for C, Cx € A 

therefore

=  exp[-2£l6*./*x*(C)] for C.Cx € A

and we conclude for

Theorem  3.6: Consider a stochastic Ising model relative to the potential 

{7ft}, and let G be the corresponding Gibbs states. Then G C 3f. In partic­
ular, if the stochastic Ising model is ergodic, then there is no phase transition 
for that potential.

Proof: R  C S  follows from the definition and by the previous Theorem R=G, 
therefore G c 9 .  If the process is ergodic, then is a singleton, therefore G 
is a singleton as well, so {7a} shows no phase transition.

Theorem  3.7: Given a stochastic Ising model with 7ft as before we have 
the following:

1. The model is ergodic if and only if there is no phase transition.
2. If —12 < H  < Sd—12 , and then there is phase transition,
which implies the model is not ergodic
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3. If 0 < 0 «  then there is no phase transition hence the model is ergodic. 
Proof: 1) One direction is proven in Theorem 3.6. Since there is no phase tran­
sition i/_ =  w  if p 6 p, then the family of probability measures {pS(t),t > 0} 
is relatively compact. Hence all subsequential limits of this family are equal 
as t —► oo to i/_ and v- which is equal to limt->oopS(t) hence the process is 

ergodic

3) Suppose we have a family of probability measures on X, say {/xj : j  G 
Z d, s G X} with p‘ independant of Sj. Let ||/xj — Mjll be the total variation 
between the two configurations s and t.

Pi j  :=  2SUP*'t ,= t except at iWP’j  ~  Mj' 11

Dobrushkins Uniqueness Theorem states suppose supjiJli^jPij) < 1, then 
there exists at most one Gibbs state. Since we already know at least one 

Gibbs state exists we conclude that it is unique.

P iJ =  5 s u Ps,t s=t except at iWPj — 11

<  ^SU pSit j=t except at i \c x p { —0(T U {i — j )  |oo

By Lemma V. 1.4 in Simon[13] since our measure takes the form /x>, = 
we conclude \\ph -  /x9|| < \\h -  yH*

Hence =  E(# ,f  |U(i -  j ) \  = E(*ot/(i)§

which is less than e if /? < ^ JT) • Hence we have a unique Gibbs state for the 
ferromagnetic and anti-ferromagnetic Ising model. If i and j are not nearest 
neighbors then t and s have the same set of allowable configurations. Addi­
tionally, if both are finite we use the procedure above. If a configuration is 
not allowable for s then it is not allowable for t, hence the difference is 0-0= 0.
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Hence for \j — z| > 2 we conclude as before that ptJ <

As before we rewrite our Hamiltonian as 

-  HUiXi + ^'EizV'tfj'EjsvU(i — j) + Ht^v^i€vU(i — t) 
using this form we can express

=  j iexpi-P iZk^aSkU ij -  k) -  pur) = 

j ;  -  0'Zkjtjjejti<TskU{j -  k) -  Ppo 
where a =  0 or 1.
Analogously /i‘ =  ^ iexp{-^('£,ki:jatkU{j -  k) -  pur) =  
jt ~ j3Zk&,k&<rskU(j -  k) -  fipur -  fi<rU{i -  j)

Now we can assume s* =  0 and U =  1

(3.7.1) SUpSlt s=t except at — f*j\\} ~

,=■.{!£ -  i l  + K ir -  e x p ( - ^ tJ^ s kUU -  k) -  M W

Finding the sup of the above is equivalent to finding the 
in fs^[£k̂ k^iSkU{j -k )+ p i \

> Pinfs{-'Zk^i,k^isk\U{j ~ k ) \ ~  M]

> ~PEk*jj&i\UU -  £)l +  ImI 
Hence (3.7.1)
< supSit 4=ti |£  — -&\ + sups<t j=tl|(J_ _ \exp{P[£kf jikt i \U { j-k ) \  +

M)

Looking at configurations where Sj is surrounded by zero’s except for it’s neigh­
bor at tj+1 which is 1. Evaluating ||/zj -  p^\\ and substituting in Sj =  0 and 

tj+i =  1 we get Wpt] -  p)|| =  \ ^ e x p ( - 0 ^ k>k̂ s kU(j - k ) - 0 p i -  0 |+  | ^  - 1| 
since Z* > 1 +  exp(-0{sups<t s=t at i ^ j<k¥:iskU(j -  k) -  fip > I +
e x p ( - ^ k^j<h/tiU(j - k ) -  pp)

We conclude that ||/*j -  /x}ll < < 5 hence we
have a unique Gibbs state.
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