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ABSTRACT

THE SURVIVAL OF MODULARITY UNDER 

CONGRUENCE RESTRICTIONS

Kurt E. Ludwick 

DOCTOR OF PHILOSOPHY

Temple University, August, 2001 

Professor Marvin I. Knopp, Chair

Given f (z) ,  a modular form on a congruence subgroup (of the full modular 

group), we construct the function f (z;r, t )  by summing over the terms of the 

Fourier expansion of f ( z )  with index congruent to r  modulo t. Our object is 

to study the properties and applications of such congruence restricted sums. 

In the first chapter, we determine a condition on the multiplier system of 

f (z)  which guarantees that f (z;r, t )  is itself a modular form on a (smaller) 

congruence subgroup.

In the second chapter, we investigate the effects of congruence restrictions 

on modular forms on T(l). When /(z) is such a modular form of half-integral 

weight, we show that /(z ;r , f) is a modular form on a certain congruence 

subgroup, and we investigate the growth of f(z;  r, t) at each rational point. We 

then determine explicitly the Fourier expansion of f ( z ; r, t) at each rational 

point when t is prime. Finally, we use congruence restrictions of 77(2) (the 

Dedekind eta function) and of ^  to construct modular functions.
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In the third chapter, we study two different types of congruence restrictions 

of the theta function. We show that each type of congruence restriction yields 

an entire modular form. We then use these findings to generalize a result 

of Bateman, Datskovsky and Knopp on the ratio r'^n) ’ w^ere r*(n) ( r i ( n )> 

respectively) denotes the number of representations of n as an ordered sum of 

s integer squares (s odd integer squares).
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CHAPTER 1

INTRODUCTION

1.1 D efin itions and N otation

We will use the following standard notation:
C := the set of complex numbers R := the set of real numbers 

Q := the set of rational numbers Z := the set of integers 

H  := { c e C : 3 c > 0} S : =( J  J ) , r := ( J  - 1

r(l) := ^ ^  ^ : a ,6, c ,d ,€ Z ,ad —6c = l l

r( m  =  j f “ Msr(i>:iv|c}
f i ( iV)  := J  )  € r „ ( N ) : c  = d = l ( N ) J

r w  := { ( “ J  j  e  r, (N) : ATI*}

= { ( :5Hi)=0i ) - ( s  !)<*>}
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R em ark  1.1 Here and throughout, we write n = r ( t )  to indicate the equiva

lence of n and r modulo t. With respect to matrices, we write ( Gl ° 2 ) =
\  a3 a4 J

(  63 b̂ ^ (*) indicate that a7 =  b} (f) for each j .

R em ark 1 .2  T(l) is called the m odular group. It is generated by S  and T.

R em ark 1.3 Any group T such that T(N) C T C T(l) is called a congru

ence subgroup o f  level N . In particular, To (N),  Tt (N ) and T(N) are all 

congruence subgroups of level N . T(iV) itself is called the principal congru

ence subgroup of level N .

R em ark  1.4 We view T(l) as a group of linear functional transformations:

az + b
cz +  d

Definition 1 .1  Let all of the following be given: T, a subgroup of finite index 

in r(l); k 6 R; and v, a function from T to the set {z € C : \z\ =  1}. Let 

f  be a function, meromorphic on H, with at most finitely many poles in a 

fundamental region for T in H and which satisfies the transformation law

f (M z )= v (M ) ( c z  + d)kf (z)  (1.1)

for all M  = ^ ^ ^ j 6  T and for all z € "H. Then, f  has a Fourier expansion 

at too and at each rational point, of the form:

f i z ) =  y i  ane2*'(n+K)z' x, as z —► too, (1.2)
ngZ

/(») =  « 2 - f ? =  j € Q .  (1.3)
n € Z

where A^ = ^ ° d )  ^ ^(1) (so that Aq(ioo) =  q). I f  the expansions given 

by Equations (1.2) and (1.3) are all left-finite, then we say that f{z) is a
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m odular fo rm  on  T o f  weight k w ith m ultip lier sy s tem  v. Further, if 

f (z)  is holomorphic on H, n0 +  k  > 0, and no(q) +  /c, >  0 Vg € Q, we say 

f ( z )  is an entire m odular fo rm . I f  f (z)  is an entire modular form such 

that n0  + k  > 0 and nQ(q) +  k, > 0  V? € Q, then we call f (z )  a cusp fo rm .

R em ark 1.5 In (1.2), we define A to be the smallest positive integer such that 

S x 6  T, and we define k to be the unique real number such that 0 < k  < 1 and 

e2*iK _  V(SX). In (1.3), we define A, to be the smallest positive integer such 

that A q S ^A ' 1 6  T, and we define Kq to be the unique real number such that 

0 < Kq < 1 and e2™** =  viA qS^A q1).

R em ark  1 .6  By “z ->■ ioc” above, we mean more precisely that 3(z) —> oo 

while !R(z) 6  [— 5 , A — £). Similarly, we mean by “z -*■ q” that 3f(^4_1(z)) -> 00 

while R{A~l(z)) 6  [ - I . A -  j).

R em ark  1.7 The transformation law for f (z)  dictates that the multiplier sys

tem v must satisfy the following consistency condition: for all z EW  and 

for all Mi, M2 , M3  E T with Mi =  ^ ^  ^  ^ and M 3  =  M 1 M2 ,

1;(M3)(c3z +  d3)k =  v(Mi)(ciM2z +  di)kv(M2 )(c2z +  d2)k. (1.4)

R em ark  1 .8  The requirements on the Fourier expansions in Definition 1 . 1

may be restated as follows: for each |  6  Q with gcd(a,c) = 1, choose A i =

(  c d )  6  r ^ '  andpUt ^ °°  =  (  0 1 )  * Then’ f° r 9  e  Q u  f ( z ) »
a modular form if there exists a finite constant Nq such that, as A~l(z) —> ioo 

(in the manner described by Remark 1.6),

\ z - q \ k\f(z)\ =  O i e W ^ ' ^ i f q e Q ;  (1.5)

|/(z ) | =  0 (e"«3<V(*))), i f q = ioa. (1.6)
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(Note that ^ ( ^ “ ‘(z)) =  |<ai.-ja; therefore, ^{A~l{z)) does not depend on the 

choice of Aq.)

Farther, f{z) is an entire modular form if  Nq < Q V q € QU  {ioo}, and 

f (z )  is a cusp form if Nq < 0 for all such q.

N ote: Throughout, when v is a multiplier system and ^ ° ^ j 6  r(l), we 

will write v ̂  ® ^ in place of u ̂  ° ^ ^  in order to simplify notation.

1.2 C ongruence R estrictions

Let /  be a function defined on H with the Fourier expansion
00

/(*) =  £  (I-?)
n=no

Let r, £ € Z, with t > 1, be given. Then,

D efinition 1 .2  ^

/ ( 2; r , l ) :=  f ;  (1 .8 )
n=no

n= r(t)

Within the past few years, several people who work with modular forms 

have made and used the following observation: often, when /(z ) is a modular 

form on a congruence subgroup T of level N, f(z; r, t) turns out to also be a 

modular form on a congruence subgroup of level N',  where JV|1V\ Further

more,the modular form f(z; r, t) inherits the weight and the multiplier system

of /(z).

Ken Ono, in [7], [8 ] and [9], has applied congruence restrictions to the 

modular forms related to the Dedekind eta function to obtain results on the
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arithmetic function p(n) (the partition function). His results include new 

modular identities satisfied by p(n) in certain arithmetic progressions on n (of 

the type originally discovered by Ramanujan), as well as proofs of conjectures 

on the existence and/or frequency of values of n satisfying certain modular 

restrictions. For example: in [9] he proves a conjecture of Erdos:

C onjecture (Erdos) I f m i s  prime, then there exists an integer >  0 such 

that p(nm) = 0 (m).

Earlier, in [7], Ono had proved the following results on the parity of p(n) 

in arithmetic progressions on n:

T heorem  1 (Ono) For any arithmetic progression r (mod t), there are in

finitely many integers N  = r (t ) for which p(N) is even.

T heorem  2 (Ono) For any arithmetic progression r (mod t), there are in

finitely many integers M  = r (t) for which p(M) is odd, provided there is  

one such M.

Ono also goes on to state an upper bound for the the smallest such M  =  

r (t), provided it exists. Of particular interest, though, is the “all or nothing” 

nature of the second theorem: in the arithmetic progression M  = r (<), p(M) 

is odd either infinitely many times, or never.

In another recent paper [3}, Bateman, Datskovsky and Knopp apply con

gruence restrictions to the theta function to study the behavior of the quotient 

of the arithmetic functions r s(n) and r*(n) (the number of ways to write n as 

the sum of s squares and of s odd squares, respectively). They prove that, 

when s > 8 , the ratio r  is not constant in n on the arithmetic progression 

n = s (8). (Notice that r*(n) =  0 whenever n ^ s  (8 ).)

The contents of this thesis are partially motivated by these recent applica

tions. In fact, in Chapter 3 we generalize Bateman, Datskovsky and Knopp’s
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result. However, in each of the cases cited above, congruence restrictions are 

applied only to a certain type of modular form, in order to achieve a very 

specific result. Ono’s treatment is of use only for modular forms with Neben- 

typus character (a certain type of multiplier system), while the arguments of 

Bateman, Datskovsky and Knopp are valid only for congruence restrictions of 

the theta function (as defined in Chapter 3) whose modulus divides 8 .

Our object here is to study this “survival of modularity under congruence 

restrictions.” We wish to determine more generally, and as precisely as pos

sible, conditions on a modular form which will guarantee that the function 

which results from restricting its Fourier expansion to terms in an arithmetic 

progression will again be a modular form. We then seek to apply our results 

to discover new modular forms, to study the coefficients of existing modular 

forms, and to generalize previous results obtained through the use of modular 

forms.

We wish to show that f(z; r, t) satisfies the same transformation law as f(z)  

-  that is, that we could replace f (z)  with f(z;  r, t) in Equation (1 .1) -  on some 

congruence subgroup of T(l). We may rewrite f(z;  r, t) as the double-sum:

g —2gi(r + * W t y *  a ^ e 2in(n+K.){z+ult) 

v  (t) n=n0

' ^ 2 e-2*i(r+K)v/tf(z + Vj 

*<•> *
(1.10)

(1.9)

To simplify notation, we define

(1.11)
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that is, z + j  =  7 i,,t(z). (Note that 7„>t is not an element of T(l) when t /u.) 

Thus, we may rewrite (1.10) in the form

/ ( 2;r,f) =  „,,(*)). (1.12)
V«)

To derive the strongest possible result from our argument, we consider the 

following congruence subgroup (and introduce our own notation, since none 

seems to have existed previously for this particular group):

Definition 1.3

r„,„ (2V) = { (  “ rf )  « r 0(iV) I o =  d  (n)} (1.13)

Before we continue with congruence restrictions, we note a few interesting

properties of the group r0,„ (N):

R em ark 1.9 I f  n\N, then r 0,n (N) is a congruence subgroup, and Ti (N ) C

r0,„ (N) c r0 (n ).

R em ark 1.10 For all N  € Z+, r 0,i (iV) =  T0 (N).

P roposition  1.1 I fn \N,  then

To,. (N) = { (  “ ‘ € T(l) : JV|c,a2 =  1 (n)} .

P ro o f Given iV|c and n|iV, we must show that a = d (n) if and only if

a2 =  1 (n):

d = a (n)

•«==>• ad = a2 (n) (since gcd(a, n) =  1)

<=4> ad — be = a2  — be [n)

<=> I = a2  (n) (since n|c).

This proves the proposition.
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It is sometimes the case that To.jv (n) =  To (N ). In particular, Proposition

1.1 implies (N) =  r 0 (N ) if and only if, for all a 6 Z such that gcd(a, N) = 

1, a2 =  1 (n). This is possible only under certain conditions on N  and n.

P roposition  1.2

a2 =  1 (8) <*=*► gcd(a, 2) =  1,

and

a2 =  1 (3) <==> gcd(a, 3) =  1.

However, for any prime integer p > 3, there exists no such nontrivial modulus 

m such that a2 =  1 (m) ■*=> gcd(a,p) =  1.

P ro o f It is well known (and easy to prove) that a2  =  1 (8) if and only if a is 

odd, and that a2 =  1 (3) if and only if gcd(a, 3) =  1. Simply note that, for all 

a, j  € Z, (a + 2j ) 2  = 4j ( j  + c.) + a2  =  a2 (8), and (a+3j ) 2  =  3.7(3.7 +  20)+  a2  =  

a2 (3).

On the other hand, suppose that p > 3 is prime. Then, the integers 1,2 

and 3 are all relatively prime to p. The squares of these integers are 1,4 and 

9, respectively. Suppose gcd(a,p) =  1 =>  a2 =  1 (m), for m £ Z. Then, we 

must have 1 = 4  =  9 (m). This is possible only when m = 1. This proves the 

proposition.

Lem ma 1.1 Suppose n > 1 and n|iV. I f  2\N, then r 0,n (N) =  Tq(N) if

and only i f  n|8. I f  3|iV, then Fo,n (N) =  r 0 (N ) if  and only if n = 3. I f

gcd(6, N) =  1, then r 0.„ (N ) #  T0 (N ).

P roo f r0,„ (N) =  r0 (N) if and only if (  ® ^ 6 r 0 (N) *=* d =  a (n),

which in turn (by Proposition 1.1 is true if and only if, for all a € Z such
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that gcd(a, N) =  1, a2 =  1 (n). The condition gcd(a, N) = 1 is equivalent to 

the condition gcd(a,p) =  1, V prime p\N. The hypothesis then follows directly 

from Proposition 1.2. This proves the lemma.

D efinition 1.4 For N ,t  e  Z+, we define

Gtf't := {M  6 r(l) : G T0  (N ) , Vv €  Z } .

P roposition  1.3 For all u,X,t G Z,

€ T0 (N) <=> 7i/+At,t Ml-(v+xt),t € T0 (N ) .

P ro o f Let A € Z, Then,

— S  7v,t — 7u,tSx

Therefore,

7v+At,t-^7-(i/+A),t =  *5 ,

which is an element of r 0 (iV) if and only if 7„itA/7 _„it € To (iV). This proves 

the proposition.

R em ark  1.11 It follows from Proposition 1.3 that the statement €

ro ( N ) , Vt/ 6  Z ” is equivalent to the statement

z ,0 < u < t -  1."

Definition 1.5

E*.(2V) : = { « = ( “ * ) e  r(l) : c =  j  (N), d -  a  =  \  (n) j .
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R em ark  1.12 I f  either N  orn  is odd, then £ 0,„(iV) is empty.

Lem m a 1.2 r 0,t (t2) U £o,t(*2) is a group.

P ro o f First, we note that .4 € To.t (t2) => A-1 G r 0if (t2) (since To.t (t2) 

is itself a group) and B  € £o,*(t2) =>• B~l € Eo,t(£2) (this is clear from the 

definition of Lo,t(t2)). Therefore, it remains only to show that r 0,t (t2)u S 0it(<2) 

is closed under matrix multiplication.

Let Ax € r 0,t (t2) and A 2 ,A 2 € £ o,t(*2)- We will show: A XA2  € £0 

A 2 A X 6  £0 and A2 A2  G To,t (t2) .

We may write

with Oj, bi, Ci, di G Z and c*, d* odd, for i =  2,3. Note that, for each i, the lower 

left entry is even (since t is even, by Remark 1.12); therefore, for each i, a* is 

odd.

With this notation, we have

The difference between the lower-right and upper-left entries of A XA 2  is an 

integer multiple of t, plus ^ 3-. Since aid2 is odd, this difference is congruent 

to  |  modulo t. Thus, A XA 2  is an element of £0,*(̂ 2)- A similar calculation 

shows that A2.4i G Eo.^t2)-

bx \  
Qi +  tdx J '

with a i ,6i ,ci,di G Z, and

The lower-left entry of -4i.42 is an integer multiple of t2, plus — . Since axc2  

is odd, the lower-left entry of A XA 2  is congruent to y  modulo t2.
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We also have

A A —  (  a 2 ° 3 +  M P *  a 2 ^3 +  ^2  ( ° 3  +  *2*) A
M A * - \  ^ i + (a1 +  f ) ^  ^  +  (a1 +  f ) ( a3 +  f )  J-

The lower-left entry of A 2 A 3  may be rewritten as t2  ( £̂ a +  ^  (a2 +  *21))- 

Since c2a3 and a2 +  ^  are both odd, this sum is an integer multiple of t2.

The difference between the lower-right and upper-left entries of A2A3 is 

a half-integer multiple of t2  (which is thus an integer multiple of t), plus 

t +  ^ p ) .  Since a, and <k are even for i =  2,3, this quantity is an integer 

multiple of t. Thus, A2A3 is an element of r 0,t (£2). This proves the lemma.

Lem m a 1.3 I f  16 ft, then E0,t(£2) is empty.

P ro o f First, we note that Eo,t(£2) is clearly empty when t is odd, since the 

condition c =  j  (t2) would not be satisfied for any c 6  Z.

Assume that t is even, but 4 /ft. (In this case, |  is odd.) Suppose there 

exists M  =  ^ ° ^ ^ such that M  € S0,t(£2)- Then, the condition d—a =  |  (f) 

implies that d and a are of opposite parity; this requires either d or a to be even, 

and so the product ad is even. On the other hand, the condition c =  y  (f2) 

implies that c is even, and so be is even. But ^ ° ^ ^  € T(l) =>•ad — bc=  1,

which is odd. Therefore, no such ^ ° ^ ^ exists, and so So,t(£2) is empty.

Finally, assume 4|t, and suppose ^ °  d )  € Since d — a =  |  (£),

we may write d =  a +  y , where h € Z is odd. Also, it follows from the 

condition c =  y  (t2) that £2|2c; since 4|£, this implies 8 |c, and thus 2 /a.
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1 (8)

Therefore,

ad — be = 1 = >  ad = 1 (c)

= >  “ ( « + f )  =

= >  o2+ ^  =  1 (8 ) 

—  f - 0 (8 )

= >  a/d =  0 (16).

(Recall from Proposition 1.2 that a odd => a2  =  1 (8 ).) Therefore,

(  c d )  6  ^  16|o/l<
=> 16|t (since ah is odd).

This proves the lemma.

P roposition  1.4 If N, t 6  Z+, then

GN,t = To (N ) n  (r0,t (t2) U Eo^t2) ) .

P ro o f Let M  =  ^ °  ^ ^ . Then,

-  c  ? ) ( ; : ) ( :  -r)
(  a + f  6 + ^ - ^  \

~  \  c d - f  )

We will first show that M  € r 0 (iV) n ( r 0,t (t2) U E0,t(/2)) =► M  € Gu,t- 

If M  € r0,t (t2) n  r0 (N),  then is clearly an element of T0 (N).  On

the other hand, if M  € E0,t(t2) n  To (N ), then and p  =  ^ ,  where

hi,/i2 €  Z are both odd; therefore, in this case we have - c ^ e Z  for all 

K Z .  Thus, r 0 (iV) D ( r0,t (t2)U £ 0,t(i2)) C GN,t.
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Next, we will show that M  6  Gs,t = ^ > M 6  To {N) fl (To,t (t2) U Eq,t(£2))- 

Suppose € r 0 (JV),Vi/ € Z. This immediately implies iV|c; thus,

we have M  € To (iV). VVe also have ^  G Z, Vi/ G Z -  in particular,

^ - p € Z  and E Z. We consider the following cases:

•  Suppose £2jc. In this case, ^  G  Z, which implies 6  Z as well. Thus, 

we have £2|c and £|(d -  a), and so M  € To,* (£2).

•  Suppose £2 /c. In this case, p  £  Z, which implies 0 Z. However, as 

previously noted, we must have 2(rf~a) -  ^  £  Z. Therefore,

6  Z

2c 4c _
" F  +  F  €  z

2c
6  Z

and

4(d — a) 2(d -  a)
t  6  z

2 ( d - « )=► — j—  6 Z.

Thus, f2Jfc = >  1?\2c, £|2(d -  a), and t }(d -  a). It follows that c =  j  (t2) 

and d — a =  |  (£); therefore, M € E0it(£2).

Thus, Gjv.t C r 0 (iV) D ( r0,t (f2) U £ 0,t(f2)). This proves the proposition.

Corollary 1 .1  G,\,t is a group.

P ro o f This follows from Proposition 1.4, in which it is shown that Gs,t is 

the intersection of two groups.
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Corollary 1.2 I f  16 f t,  then Gs,t = r^ t (t2).

P ro o f This follows from Proposition 1.4 and Lemma 1.3.

R em ark  1.13 It also follows from Proposition l . f  that

r 0 (N) n r 0,t (t2) c G * , t, v t e z +.

D efinition 1.6 Given v, a multiplier system on r 0 (N),

S .,, : = { * / = ( “ ‘ )  € G nj : «(7 =  v(M),Vv  €  z }  .

R em ark  1.14 I f  v is the trivial multiplier system on To (N), then S-Jyt =  Gs,t-

P roposition  1.5 I f  v is a multiplier system of weight k, where k 6  Z, then 

SVjt is a group.

P ro o f Choose Mi, M2 € with Mj =  ^ ^  ^  ' ^ en’ ôr v  e

=  v(yUttMi'r^t)v{yu,tM2'y-u,t)

=  v ( M i ) v {M2) .

Thus, «S„,t is closed under matrix multiplication. Also, v(I) =  1 =>• ) =

1 ==► v(Mi) = v Therefore,

= v(Mi) = v(M~l). 

Thus, M  6  «S„,t =*• M -1  6  5U(t. This proves the proposition.
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T heorem  1.1 Let f  be a modular form on To (N) of weight k. Then, f(z; r, t) 

satisfies the transformation law

f(Mz;  r, t) =  v(M)(cz +  d)kf(z;  r, t) (1-14)

for all M =  ^ ° bd ĵ € Sv,t .

P ro o f We begin with equation (1.10):
t-i

HMz\r , t )  -  £ e - * rt<r+,,|,'/7 (7w.W2)
u=Q 
t-1

i /= 0

Now, since 7„>tA/7 _„it € To (Ar), we may apply the transformation law for f{z):
t-i

f ( M z ; r , t )  =  2’r‘(r+'‘w ‘u(7^tM7_„,£) ( c y ^ z  + d -  y )  / ( 7^ )
»/=0

=  (c (c +  7)  +  <f -  y ) ‘ £  e -2’rt(r+',|''/ ‘t,(A /)/(7.,1j)
i/=0

=  y(M) (cz +  y  +  d -  y ) k £  e - ^ + ' M f i ^ t z )
l/ = 0

t-1
=  u(A/)(cz +  d)k ^ 2  e - 2^ r+K)u/tf ( ^ tz)

u=a
= v(M) (cz +  d)kf(z; r, t)

This proves the theorem.

We wish to show that f(z; r, t) is, in fact, a modular form . To do so, we 

will need the following lemma:

Lem m a 1.4 Let q =  * 6  Q, urith gcd(a, c) =  1 and c 6  Z+. For each 

i / 6 Z ,0 < i / < t  — 1, put £„ := gcd(at +  uc, ct), and choose

^  := ( “I I  ) £ r<1>'
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with av := and c„ := (Thus, -4,+^(zoo) =  f +  7 J  Then,

( z + 7 )  -  f i A~l z = ^ (‘'4- - (< u

P ro o f Write .4,+^ in the form

/  c„(a/c +  i//t) 6„ \
•4«+f = {  c> d j -

This gives us

! /  v \  _  _dj/ _____________1_____________
* ?+f V2 +  t )  c„ + c„(-c„(z + u/t) +  cv{a/c + u/t)

A*
Cy
dv 1
cv c*(z -  a/c) 
dv Sv Si 1

Therefore,

c t t2 c?(z — a/c)'

£ 4 - i 2 =  % ( d < 1 ^
t2 q  t2 \ c  < ? {z-a fc ))

S id  Si
t2  c t2 c2(z — a/c)

=  - % d + A ~ K ( z  + - ) + ^  t2  c ?+« \ t  /  c t

=  - S -  +  A- 1 ^  +  +  ^t2 c ,+ 2  v t /  c t

-  AM z + i ) - ^ - td^-

This completes the proof of Lemma 1.4.

R em ark  1.15 The preceding lemma implies that, for q 6  Q,

exp (.4“̂  ( 2 +  7 ) ) )  =  CW exp ,

where is a constant with absolute value exp (jjj(d6 u — tdv)) .
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R em ark  1.16 Note that

S„ = gcd(c, t) gcd(a
gcd(c, t) + ^gcdfc, t) ’ gcd(c, t) ̂

t  c c

=  gcd(c, t) gcd(a- 
i

< tgcd(c,t) < t2.
gcd(c, t) + I/gcd(c, t) ’ ^

Therefore,

t ~ 2  < ^  u € Z.

T heorem  1.2 Suppose 3 r„it C SVyt such that r„tt is a subgroup of finite index 

in T(l). Then, f{z\ r, t) is a modular form on r„,t of weight k with multiplier 

system v. Furthermore, if f (z)  is an entire modular form (or a cusp form, 

respectively) on To (N), then f ( z ; r, t) is an entire modular form (or cusp form) 

on r  U't *

P ro o f We must determine the behavior of f(z; r, t) at each q 6  Q and at ioo. 

Throughout this proof, we will use the notation introduced in Remark 1.8 .

It is clear from the definition of f (z;r, t )  that, as z —> ioo, \ f (z ; r, t)\ = 

O (exp (Ni0Oyt3(z))),  for some Nio0yt > Nioo =  n0 +  k. Therefore, the growth 

of f (z;  r, f) as z -»• ioo is sufficiently bounded.

Let q = f  € Q, with gcd(a, c) =  1 and c € Z+. Then, 3Nq e  R such that

wherewhere A, =  ^ ^ ^ J  € T(l). We may restate this condition: there exists 

Mq > 0 such that, as z —>■ q,

|/(z)| < Mq\z -  q\-keN' * ^ z))
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Note that, as z 

|/(z ;r ,t) | =

-+q, z + j  —> q + j .  Therefore, 

i t~l
-  Y , e~2*i(T+K)vltS ( 2 + - )

i /= 0

l E i M - M r *i/=0

M,+f exp (iV,+ f3  (A ^ f ( z + j ) ) )

1 t_1 /  /  /^   ( *T o Z - i - l
u=0
t - l

where

We put 

and

Then, as z -* q,

\ ' \ ’ « \  l / / /

M,+ ; e x p ( ,V ; 3  (z +

i  £ >  -  4 |- ‘ exp («■„* (>!-■(*)))
i/=0 '  '

(where M ' := MqCq>Utt)

i /= 0

. if Afref > o, 
r t V f ,  if;Vw f < 0 .

Mq>t := max{A/,+^ : 0 < i/ < t  — 1}, 

Nq,t := max.{Nq+z : 0 <  u < t — 1}.

\f(z;r,t)\ < t\z -  g| kMq,t exp (Nqt& (A q l{z) ) ) .

Thus, \z -  q\k\f(z;r,t)\ = C>(exp(iV,it3i(A~l(z)))) as z -> q, for all q 6  Q, 

and so /(z ;r . t) is a modular form. Furthermore, if Nq < 0 (or Nq < 0, 

respectively) for all g 6  Q, then lV?tt <  0 {Nq>t < 0) for all 9 6  Q as well.
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Therefore, if f (z)  is an entire modular form (or cusp form, respectively), then 

f (z;r , t )  is also an entire modular form (cusp form). This completes the proof 

of Theorem 1.2.

1.3 O bjectives

In Chapter 2, we apply congruence restrictions to modular forms on the 

full modular group. We pay special attention to the Dedekind eta function,

t j { z ) := e™/l2 [ ] [ ( l - e 2,rinz),
n> 0

and to its multiplier system, since all multiplier systems on the full modular 

group may be expressed in terms of the Dedekind eta multiplier system. We 

then combine this result with an analysis of the growth of f ( z ; r, t) at each 

rational point to determine that f (z;  r, t) is in fact a modular form on the group 

r 0,2« (24t2). Next, we study the Fourier expansions of f (z;r, t )  at rational 

points. (In particular, we may express these Fourier expansions explicitly 

when t is prime.) We then apply these results by showing that the functions

FrmA*) =  *K*;»ri.»0i(*;r2»t)* ru r2  6  Z, t 6  Z+,

are modular forms of weight zero with the trivial multiplier system on the 

group r 0,24t (24t2). We also determine the orders of the poles of these particular 

modular forms at each rational point, and we provide a pair of criterion which, 

if met, would guarantee that the function Fn>r2it(t) is constant on “H.
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In Chapter 3, we apply congruence restrictions to the Fourier expansion of 

the theta function.

d(z) := ] T e W z  (1.16)

1, m =  0

2, y/m  6  Z+ (1.17) 

0 , otherwise,

is a modular form on the congruence subgroup T0 (4). We use Therorem 1.2 

to prove that the result of any congruence restriction m =  r  (t) of the stan

dard Fourier expansion of tf(2 z) (given by (1.17) above) is an entire modular 

form. This “congruence-restricted theta function” inherits the weight \  and 

the multiplier sytem v# from i?(2z). We also consider another type of con

gruence restriction of tf(2z), by restricting the sum given by (1.16) above to 

terms in an arithmetic progression on n. We apply a result from a recent 

paper of Sinai Robins [11] to show that these functions (called congruence re

strictions of the second kind) also are entire modular forms. Finally, we apply
r*(n)

these results to extend Bateman, Datskovsky and Knopp’s result on r*(n) t0  

arithmetic progressions on n. We prove the following:

T heorem  3.3 Let s , i , # 6  Z be given such that 0 < t < u, 8 |u, s  > u and
7*0(771)

s = t (8 ). Put M  := {m € Z : m > 0, m  = t  (u)}. Then, is not

constant on M .

Theorem 3.3 is a  generalization of the main result of [3]. The cited result 

is the special case u =  8 of this theorem. We also prove the following weaker 

result in the case s < u:

Theorem  3.4 Let s, t, u e  Z be given such that 0 <  t < u, 8 |u, 0 < s  < u 

and s  =  t  (8). Put M  := {m 6  Z : m > Q,m = t (u)}. Then, if 3m € M

n e l

= ameinmz, where :=
m=0
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. . . .  r!(8m+s) . _ . . . . . .  , ,
for which r (8m+s) ^  ’ n t“ere 6X1848 no positive integer N  such that

$ 8m +s) =  C for ^  m € M>m > N -
This theorem provides an experimented method for possibly establishing 

the result of Theorem 3.3 even when s < u.
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CHAPTER 2 

MODULAR FORMS ON THE 

FULL MODULAR GROUP

2.1 T he D edekind E ta Function

Definition 2.1 The Dedekind eta function,

t) ( z )  = e™ /12 J J (1 -  e2rt“ ), (2 .1)
n > l

is a modular form on T (l) of weight |  with multiplier system ([5jr Chapter 3, 

Theorem 2)

( j ) , e S [ (a+ 4 )e -M (c » -l)- 3e] if  c is odd,
(2 2)

,/ c i s e t ,CTi

where

(£>' =
( h ) -  d * °

1 , d = 0
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(3. -
and

( c \  i .,»»»«(«>-> «'»»w— > , n
( i l j C - 1) 1 1 » c ^ °

d, c =  0

(Note: In the above definition of the expression ( | )  denotes the Jacobi 

symbol.)

In this section, we will show that, for h e  Z, rj(z; r, t)h is a cusp form of 

weight |  with multiplier system v* on the group ro,24t (24t2).

Theorem  2 .1  Let r, t  6  Z + be given, such that 9 < r  < t, and let h 6  Z. 

Then, for all ^ ° d )  ^  ^o,24t (24i2) and u e Z ,

R em ark  2.1 I f  the theorem holds for h =  1, then if ho/ds /or all h e  Z. 

Therefore, we may assume in the following proof that h =  1.

(  a + SL h -t_ \
R em ark  2 .2  /f on// suffice to show that i/J  4 ^ 4 ^  ^  J is in

dependent o / 1/; once this is shown, the theorem is proved by substuting u = 0 .

P ro o f We have the following formula ([5], Chapter 4, Theorem 2) for vv ^ °  ^ ^

when c is even:

(») <->
■inn c—1 «i«n rf-1  H [(a -H i)c -M (c 2 - l ) + 3 d - 3 —3cd]

2 » e , if c ^  0

e«6/12 if c = o.

We first dispense with the case c = 0. To prove the theorem in this case, 

simply note that M  =   ̂ J  ̂ (for some b e  Z), and so
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Now, suppose c ^  0. Since r}(z) is periodic with period 24, the consistency 

condition for multiplier systems guarantees that Vf,(ASx) =  v,,(A), VA € 24Z. 

Therefore,

(  a + f  v ( a  + f  A(a +  f ) + 6 +  ^  \
"V c d - f  J " {  c Xc + d - f  ) '

It is to our advantage to choose A in such a way that the lower-right entry of the

matrix on the right-hand side of this equation is positive, since this simplifies

the calculation of vn. In particular, choose A such that Ac +  d — y  > 0  (which

is possible since c ^  0) and such that 24t|A.

Thus, we have

( at f  b + ^ ) = Gc +r f - f ) *■c'«/«>.
where we define 

tf(a ,6,c,d) :=

|  (cA -I- a -I- d)c -  3 — 3c ^Ac +  d -  ^  j  +  3 ^Ac +  d — ^  j  —

This complicated exponential factor may be simplified considerably by 

eliminating all terms which are integer multiples of 24 from the quantity in

side the brackets. Using our assumptions that 24*2|c, 24£|(d — a) and 24t|A, 

we achieve the following simplification:

j a + f _____________________ c____ \
c d - f  )  \ x  c + d - f )

e Jri(M +3d—3)/1 2

Recall that our objective is to show that the above quantity is independent of 

v. Since the exponential factor is clearly independent of u, it remains only to 

show that )  is also independent of u.
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We put Ci :=  and C2 :=  where a  € Z and C2 is odd. Since

24<2|c, we know that 24|ci, 3 |c2 and a  > 3.

Now, substitute:

( s r j r ? )  -

( ac- M -  f )  (Ac +  d - f )  ' (2'3*

“  ( 3 ) ° ( i ) (- 1)2fl¥'
which is independent of v. This proves the theorem.

R em ark 2.3 For odd n 6  Z+,

1 i fn  = ±1  (8 ) 

—1 else.

That is, (j[) depends only on the value of n modulo 8 . Therefore, ( )  =  

(5}. This observation, together with the Law of Quadratic Reciprocity, allow 

us to proceed from (2.3) to (2.4) in the above argument.

Corollary 2.1 For all h e  Z, ^ (A /z jr, t) = v^(M)(cz + d)h/2 rfl{z',r,t) is a 

cusp form on r 0,24t (24f2) of weight |  with multiplier system v%.

P ro o f This follows from Theorems 2.2 and 1.1.
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2.2 M odular Forms o f  H alf-Integer W eight

Suppose that f (z)  is a modular form on T(l) of half-integer weight -  that is, 

2k 6  Z -  with nontrivial multiplier system v. In this section, we will show that 

f(z;  r, t) is a  modular form on r 0,24t (2412) of weight k with multiplier system 

v. Furthermore, if f ( z )  is an entire modular form (or cusp form, respectively) 

on r(l), then f(z;  r, t) is an entire modular form (cusp form) on To,24t (24£2) .

Theorem  2.2 I f  v is a multiplier system of weight k on T(I), with 2k G Z, 

then

Proof If v is a  multiplier system of weight k, with 2k G Z, then is the

where wpn is one of the six multiplier systems of weight zero on the full modular 

group as given by [10}. In particular,

multiplier system for rj2k(z), and therefore V Vjfk is a multiplier system of 

weight zero on the full modular group. That is, we can write:

„ _  „2 v = vv U/0,7,

W Q '-j : =  w f t t / J ,

where

O < 0 <  1, 0 <  7  <  2 ,

e*i(bd-ac+bc)' ^

ia+di(b-c)(ad+be)
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As a consequence of the previous theorem, it remains only to show that 

and
(  a + f  b + & ^ - c-£  \

H  c d - f  )

are independent of u when ^ ° d )  e  °̂*24t (24t2).
Since 24f2|c, we may simplify W\ and w2 as follows:

Wl( c  d )  = “ d
» 2( “ * )  =

Therefore,

Wl( “ + f  6 + !^ r ^ )  =

_  gin(k+24n)  ̂ for some integer n 

=  e1”6,

and

u;2^ a + f  6 +  ^  ^  =  e ^ (a+^ )(6+̂ - ^ ){d- “ )(o+,i)

_ e 2p(o+24ni)(6+24n2)(c+24n3)(a+rf)

(where each n* is an integer)
_  e ^abd(a+d)

as desired. This proves the theorem.

C orollary 2.2 Let f(z)  be a modular form on T(l) o f half-integer weight k 

with nontrivial multiplier system v. Then, f(z; r,t) is a modular form on
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r 0,2« (24i2) of weight k with multiplier system v. Furthermore, if f ( z )  is an 

entire modular form (or cusp form, respectively), then f(z;r, t )  is an entire 

modular form (cusp form).

P roof This follows from Theorems 2.2 and 1.2.

If the multiplier system of f (z)  is trivial, we have the following stronger 

result.

Corollary 2.3 I f  f (z)  is a modular form on T(l) of half-integer weight k with 

trivial multiplier system v, then f(z; r,t) is a modular form (or entire modular 

form, or cusp form, as determined by f (z) )  on the group To,* (t2).

P roof This follows from Theorem 1.2, Proposition 1.4 and Remark 1.14.

2.3 G row th at R ational Points

Throughout the remainder of this chapter, let a ,c ,r ,t  € Z be given such 

that c > 0, gcd(a, c) =  1 and 0 < r  < t 6  Z. Put q := f .

Suppose f{z)  is a modular form on T(l) of half-integer weight. In this 

section, we will study the growth of f(z;  r, t) at q. That is, we will investigate 

the order of the zero or pole of f(z; r, t) at q for each q 6  Q.

We proceed from Equation (1.10) by detenning the expansion of f (z)  at

described by Equation 1.15. (Note that, to simplify notation, we will use Aw 

rather than Aq+z throughout this chapter.)

|  +  j  for each i / € Z , 0 < i / < £ - l .  Given v , we choose Av —
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Now we determine (as far as possible at this point) the expansion of /  at

f ( z )  =  / ( A , ( a ; 12))

=  {ci/A~l z + du)kv{Av)}{A~lz)

=  ( cuz +  av)~kv{Au) f { A ; xz)

=  evik{cv)~k (2  -  +  j ) ) ~ kv i A J ^ a n e 2™ ^ * " 1*
91

x '  n

Therefore, for 2 near equation (1.10) becomes

f (z;r , t )=  (2.5)

e rnkc - k t - k - 1 - - y k ^ 2  e - 2lti{r+K)u/t6k v { A ,,)  ^ 2  0 n e 2 « ( n + « M r I( * + f ).

^  v=0 n

We wish to manipulate this expansion into the form required by Equation 

(1.3); that is, the exponential terms should include the expression A~l z, rather 

than A~l (2 +  y). This is the object of the following lemma.

D efinition 2.2 Given t,

A  :=  {S„ : 1/ 6  Z, 0 <  v < t  — 1},

and

T* := {u e  Z, 0 <  v < t  -  1 r 8 V =  <5}.
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Lem m a 2.1

/ ( * ; r , t ) =  (2-6 )

e * V * r * - '( z  -  ( 2r i {n* K)P-A-Hz) )  *
<f€A n6Z  '  '

<■ k V "  / 4  \ / -27ri(r +  k ) i/ \  f  2ni(n + K)S(dS — tdu) \
OnS 2 ^  exP y  ~t---- — J  exP y -----------------  J •

vets

P ro o f  We apply Lemma 1.4 to (2.5):

f(z ;r ,t)  =

(z -  ~ y K' ^ e - 2lti r̂+K̂ t6tv(Al/) x
c  t/= 0

exp ^27r»(n 4- k) ( ^ A ~ l (z) +  ^ ( d 8 u -  tdu) ^ j  

=  e ^ c '^ r * - 1 (z -  | )  "* Y ,  o,, x
n

i€ A  n '

cjfc x ( -2iri(r + k )u\  f  2iri(n + it)8(d8 -  tdv) \a n S k  £  t ^ J e x p  ------- ---------J  exp ^  J  .
«/6Tj

This completes the proof of Lemma 2.1.

T heorem  2.3 Let 8 min and Smax denote the minimum and maximum values 

o f 8  €  A, respectively. I f  no+ k  > 0 , then f ( z ; r, t) has a zero of order at least 

(no +  «)% “■ at each q G Q. I f  n0 +  k  < 0 , then f(z;  r, t) has either a zero (of 

nonnegative order) or a pole of order at most (no +  at each q G Q.

P ro o f  The order of the zero or pole at q is |iV,|, where Nq is the minimal real 

number such that |z — q\k\f(z;r,t)\ =  0(exp(iVg3(A - 1z)), as 3f(A- l z) -> oo.
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If Nq > 0, then we say f(z;  r,f) has a  zero of order Nq at q. If Nq < 0, then

we say f(z;  r, t) has a pole of order —Nq at q.

The terms which appear in (2.6) are of the form exp {2ni A ~ 1 (z)^

times some constant factor independent of z. Therefore, we determine Nq by 

minimizing .

If f (z)  is an entire modular form or a cusp form, then no +  k > 0, 

so we minimize by minimizing Therefore, \z — q\k\f{z; r, t)| =

C?(exp ^^^T^=un-3(A~lz) j . Now, we must allow for the possibility that the 

sum over v  G Tgmtn may be zero when n = no. Therefore, in this case 

Nq > (no+"a>-̂ ttn, with equality if and only if

E , ,  x f  —2 iri(r +  k ) u \  ( 2 t i{n0  +  -  tdv) \y(A„) exp ^ -------------- •— J  exp ^ — *-------- '— 2------------- j  #  0.

If f ( z )  is a nonentire modular form on T(l), then Hq+k < 0, so we minimize 
(n-t-k)# 1 ^  maximizing Therefore,

|r  -  , | ‘ | / ( 2; r, t)| = C(exp ( ("° .

As in the previous paragraph, we must allow for the possibility that the sum

over u 6   may vanish when n = tiq; therefore, Nq > with

equality if and only if

E , „ , ( -27ri(r +  k ) u \  ( 27rt'(n0 +  k)S(dSmax -  tdv) \  A nv{A„) exp I   ---------1 exp I --------------- —----------------1 ^ 0 .

This completes the proof of Theorem 2.3.
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2.4 Fourier Expansions

In this section, we will derive an expression for the Fourier expansion of 

f (z;r, t )  a t q =  We will also give a more explicit expression in the case 

where t is prime.

2.4.1 Expansions at Rational Points

If f{z)  is a modular form on T(l) of half-integer weight k  with multiplier 

system v, then f ( z )  satisfies the transformation law given in Corollary 2.2 on 

ro,24t (24t2), or on To,* (£2) if v is trivial. Therefore ([5], Chapter 2, Theorem 

4), at q, f(z;r,  t) has a Fourier expansion of the form

Lem ma 2.2 If  v is a nontrivial multiplier system on r(l), then we may write 

f ( z ; r, t) in the form

/ ( z ; r ,0  =M2 - ? ) - * £ a . ( « ) e " ("+^ ' ,‘)/\  (2.7)
n

€ r(l), A, is the smallest positive integer such thatwhere A

r 0,t (t2) , i f t / s l  

r0,24t (24t2) , otherwise,

and Kq is the unique real number such that 0 < «, < 1 and e25"** =  v^A S^A -1}.

AS^ ” 1 6  <

f (z;r , t )  = ( z - q ) - k ^ 2 an{ q )e ^ n+^ A- 1̂ ,
n

where
2412 (2.8)* gcd(2« 2,cgcd(2t,c )) '
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R em ark  2.4 In this lemma we determine A, when v is nontrivial; in this 

case, Xq is the width of r 0i24t (2412) at

P ro o f We know that A, is defined to be the minimal positive integer for 

which A S ^ A ~ l € r 0,24t (2412). Since AS^>A~l =  ^ ^ _ j i ^ C  ̂^  ^ac this 

is equivalent to finding A, € Z+ minimal such that 24t2|c2A and 24i|2acA. We 

may combine these two conditions on Xq into one by rewriting them in the form 

48a£2|2ac2A<J and 24c£|2ac2A,, respectively. From these two conditions, we see 

that we must choose Xq £ Z+ minimal such that lcm(48at2,24c£)|2ac2A,:

lcm(48at2,24c£)|2ac2A,
(48a£2)(24ct) 

gcd(48a£2,24c£) 
2(242)act3 

24£ gcd(2af, c) 
48ac£2

2ac2Afl

2ac2A„

2ac2Afl
gcd(2t , c)

24t2 
gcd(2£,c)
24t2 | gcd(2£, c)cXq.

cX„

(2.9)

24£2
The smallest positive integer A, which satisfies (2.9) is gCj^24£^ cgcd(2£ c)7' 

This proves the lemma.

Lem ma 2.3 I f  v is the trivial multiplier system on T(l), then we may write 

f(z;r, t )  in the form

f(z; r, t) = ( z - q ) - k '2 2 an(q)e2*i{n+K' )(A~lz)/K>.
n

t2
where

^  gcd(t2,cgcd(2t,c)) ' (2.10)
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R em ark  2.5 In this lemma we calculate \ q when v is trivial; in this case, \ q 

is the width ofTo,t (t2) at ®

P ro o f Proceeding as in the previous lemma, we note that, in this case, A, 

is defined to be the minimal positive integer for which A S^A -1 € r 0,t (t2). 

This is equivalent to finding A, € Z + minimal such that t2 \c*A and £|2acA. We 

may combine these two conditions on A, into the single condition: A, 6  Z+ 

minimal such that lcm(2a£2,ct)\2 a(?\q:

lcm(2a£2, ctj^ac2 A, (2 air){ct) 
gcd(2 at2 ,ct) 

act2 
gcd(2£,c) 

t2
gcd(2t, c) 
t2! gcd(2£, c)cA,.

2ac2A0

2ac2Afl

cA0

(2 .11)

The smallest positive integer A, which satisfies (2.11) is gC<j(f2 cgcd(2t c) j 

This proves the lemma.

C orollary 2.4 Put d  =  ^  an<* ^  = jzfi- Then,

A, — <

(c,t)

24<*
gcd(3,c0 ’ 

12t/2 
gcd(12,c') ’

2 ’

*/u ^  1 ,</ odd 

i fv  £ l , d  even 

if v =  1 , d  odd or if odd 

if v =  l . d  and If both even.

(2.12)
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P ro o f We first consider the case v ^  1:

_______24?_______
q ~  gcd(24t2, c gcd(2t, c)) 

2412
gcd (c, t ) 2  gcd(24t/2, d  gcd(2t', d))
________ 24^ ________
gcd(24t<2,c/gcd(2,c/))

=
i J ^ ) >  if c-is odd,

24** r  j  •
, gcd(24,2c') ’ >f ^  15 e v m -

Next, we consider the case u =  1:

i
Xq gcd(«2,cgcd(2t,c)) 

tf2
gcd(t'2,c/gcd(2 ,c'))

tf2

gcd(t/2,gcd(2 , o'))

t72, if c/ is odd or if tf is odd,
= tf2

•y, if d  and tf are both even.

Since v is a multiplier system on T(l), we may establish the following 

relationship between A, and Kq:

Lem m a 2.4 I f  v is a multiplier system on T(l), A =  ^ ® d )  e  ^ (1) and 

A 6  Z, then t/(ASA.<4-1) =  v(S)x.

C orollary 2.5 I fv is a multiplier system on r(l), A € Z, and A  =  ^ ^ d )  ^ 

r(l) with c > 0, then

e2™* =  e2kV̂ k. (2.13)
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P roo f o f  Lem ma 2.4 This follows directly from Chapter 2 of [5]. In partic

ular, Theorem 6 of Chapter 2 shows that v(ASA~l) =  v(S) = k, since (under 

T(l)) q is equivalent to ioo. From Theorem 4, it follows that for any A € Z,

f (z)  =  (z - q ) - k '2 2 an(q,\)e2*i{n+KW)A~Hz)/x,
n

where we define k(A) as the unique real number such that 0 <  k(A) < 1 and 

e2«*(A) _  u(,4 S M -1), and O n(q, A) as the nth coefficient of the Fourier expan

sion corresponding to A. Note that this Fourier expansion must be independent 

of the choice of A; thus, for any A 6  Z, we must have

£ M 9 , l ) e 2’r:{n+")-4"l(z) = ^ a n(g,A)e2,ri(,,+'t(A)M"I{j)/A.
n n

Therefore, for any n €  Z for which On(q, 1) ^  0, there must exist n ' € Z such 

that n = n + k . Thus, «(A) -  X k  € Z, and so e2ir,*(A) =  e2mX*. This 

proves the lemma. Corollary 2.5 is proved by substituting A, for A in Lemma 

2.4.

Corollary 2.5 implies that \ qK — /c, =  hq for some hq € Z,; therefore, we 

may rewrite equation (2.7) as follows:

f ( z ; r , t ) =  (2 - 9) - t ^ a n(g)e2̂ n+A’'sr- ',’>(/‘_ljr>/A’
n

=  (z -  ? ) - ^ a « +A,( 9 )e2,n(n+A’'t){>1",j)/A’ .
n

To simplify notation, define bn(q) := On+ft,(q). Then, the above may be writ

ten:

/(z ; r, f) =  (z -  ,)-*  J 2  (2.14)
n
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We now have two expressions for f(z;r, t),  given by Equations (2.6) and 

(2.14). Combining these two expressions into one equation gives us

e * * r* -lc - * ( * - 9)-* J ^ e x p  f 2 ^ 71 x (2.15)n€Z i€A ' * '

\ ( - 2 m(r  + k)i/ \  ( 2 ni(n  + K)S(dS — tdu) \
OnS 2 ^ v{Au)exp I  K-  1 exp f  i ^ J

= (* -« ) •*  £m
Therefore,

bm{q) = enkt~k~lc~kx

neZ,i€A t/€T4 \  t /  \  «  /
j±+K=(n+K)

2.4.2 Congruence Restrictions of Prime Modulus

Suppose t is prime. Given a,c € Z such that gcd(a,c) =  1 and c > 0, 

we select .4 = ^ ° ^ ^ € T(l) and determine (as precisely as possible) the

entries of Av =  ^ a" ^  ^ for 0 < u < t  - 1. In particular, given a„, we must 

choose d„ € Z such that a„d„ =  1 (c„).

Lem ma 2.5 Suppose t is prime and 1 <  v < t — 1 . I f  c\t, we may choose Av 

in such a way that

A,,(z +  j )  =  A~l{z) +  h„,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



38

where

h„ = 0 , if a  = =f-{t);

hv =  (a +  —)-1^ ^  (c), otherwise. 
t t

I f  c f t ,  then we may choose Au such that

w + ^ - ( t + t )-
where hv, j„ € Z are chosen such that

hvati2 + j uv<? =  1 (ct).

R em ark  2.6 Note that >!„ =  A when v = 0.

P ro o f First we determine <S„ when t is prime:

6 „ =  gcd(at +  vc, ct)

= gcd(c, t) gcd(at/ +  vd, ct?)

= gcd(c, f) gcd(a +  v d , gcd(c, t)c?) 

=  gcd(cT t) gcd(a +  v d rgcd(cr t)).

Therefore,
1, if t J(c 

Sv = * t, if f|c but t /(a  +  y )

t2, if tic and t|(a +  !f ) .t *

We consider separately each of the three cases listed above.

(2.16)
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C ase 1 Suppose a =  (£). (This implies that £|c, but £2 /c.) In this case,
(

a t+ v c  f a  _|_ v £  \

*c ^  1. This choice of

gives us

6 „{dSv -  tdv) t 2 (dt2 -  dt2)
c£2 ct2

Therefore, by Lemma 1.4, we have A~l (z + j)  = A~l(z).

Case 2 Suppose £|c but a ^  (£). In this case, =  £, and so a„ = a -I- y ,

c„ =  c, and gcd(c, a + y ) =  1.

Choose G Z such that h„ =  (a + (c). (Here the superscript -1

indicates the multiplicative inverse, modulo c.) Then,

/ j t / t'c.(aH---- ) (d—ch„) = ad-i----------- /i„(aH-----)
£ £ £

vcd , . vc. , ,
=  1 + --- ---- M a +  — ) (c)

i/cd vcd , .
“  1 +  — (C)

=  1 (c), as required.

Therefore, we may put du = d — chv, and so by Lemma 1.4, 

i—i/ \ 8 u{d8 v £d„)-4;1(^ +  t )  =  a ~i (z) +t ct2

= A~l(z) +-i/_ \ , t(dt — td + tchv)
c t2

=  +
=  /4_1(z) +  h„.

R em ark  2.7 Note that if then 8 „ =  £ for all values of v. In this case, 

we may choose hv =  0 .
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Case 3 Suppose t /c. In this case, <5 — u =  1, and so a„ =  at + vc and c„ =  ct.

Claim  There exist hu, j u € Z such that huat2  + j vui9 =  1 (ct).

P roo f of C laim  Since gcd(a£2, uc2) =  gcd(a£2, u) =  gcd(a, v), there exist 

KtJ l  e  Z such that /i^at2 +  jluc 2 =  gcd(a„). Now, since gcd(a,c) =  1 and 

gcd(i/,£) = 1, any common divisor of a and v must be relatively prime to 

both c and t\ therefore, gcd(a, v) is relatively prime to cf, and so there exists 

k„ € Z such that kugcd(a, u) =  1 (ct). Put h„ := kuh'v, j v := kvj'„\ then, 

huat2  +  j uu(? =  1 (ct), as desired. This proves the claim.

(Note that, once we find such a pair h„, j u, we also have Huat2  +  Juv<? = 

1 (ct) for all H„, Ju such that Hu =  hv (c), Ju =  j v (t). That is, hv and 

j„ are determined only up to their residue classes modulo c and modulo t, 

respectively.)

Put dv =  hut + j vc. Then,

audv — (at +  uc)(hvt  +  j„c)

= ah„& +  ujuc2  + (aju 4- vhv)ct 

=  ahvt* +  v ju(? (ct)

= 1 (ct),

as required. Therefore, by Lemma 1.4,

This proves the lemma.
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We may now combine the results of Lemmas 2.1  and 2.5 to arrive at the 

following expansions for f(z;  r, t) at q. (Note: we put On := 0 for all n £  Z 

and for all n 6  Z such that n < no.)

Case 1 t2|c.

In this case, Lemma 2.1 simplifies as follows:

=  eKikt~ 2k~lC~k(z  _  q)-k  £  w(A| / )e - 2 £  ^ ^ (n + ic M -U * )  (2.17)
i/=0 n€Z

u = 0 m

R em ark  2.8 f<Vom (2.17), it follows that the expansion of f{z;r, t )  at q is 

essentially that of f (z)  at ioo. In particular, i f  f ( z;r , t )  is nontrivial, then 

f (z;r, t )  has a zero (or pole) at q o f the same order as the zero (or pole) of 

f (z )  at ioo. (The order of this zero or pole is, of course, |no +  k \.)

Case 2 t|c, t2 /c

Let fi stand for the unique integer such that 0 <  p. < t  — I and a = — & (t ). 

Then,
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= eTtkt~k~lc~k(z -  q)~k x (2.18)

t-1
t k ^  e2 *i(n+K)A u(4 „)e 2iri< +* * e2**( +<} " +

n e z  u=0û H

- 2k £  e2>n(n+«)t2/l-H*)ant;(AM)e- 2x i ^  |
n € Z  J

t

= eTikt~k~lc~k(z -  q)~k x

A* i/=0
v^H

m g Z  J
m i _ \ i  -1 /

,

= e ^ t - u - 'c 'H z  -  q)~k £  x (2 ig)
mez

f

am. Y i  v(Al/)e~2*'{ * * e2* '~ 3~‘ + t~kam>v(A,l )e~2*i(
i /= 0

where m' := m+Aj*(f-‘2) (so that f2(m' +  k) =  ^  +  /c).

R em ark  2.9 5tnce v is a multiplier system of half-integer weight, we must 

have 24k  € Z ([1 0 ]). If t  is a prime greater than 3, then 24|(1 — t2). I f t  =  3, 

then it follows from Corollary 2.4 that 3|A,; i f t  = 2, Corollary 2.4 implies 8 |A,. 

Thus, for all prime t € Z, 24|A?(1 — t2), and it follows that Aff/c(l — £2) € Z. 

Therefore, for all prime t € Z ,  there exist values of m  €  Z for which rrl €  Z.

R em ark  2 .1 0  If f (z )  has a pole at ioo (that is, i f  Uq + k < 0 ), then the term 

with exponent t 2 (no +  k) cannot be cancelled by any of the other terms which
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appear in (2.18). In particular, if  f (z)  has a pole of order —(no + «) > 0 at 

ioo, then f{ z ; r, t) has a pole of order —̂ (no + «) at q.

R em ark  2.11 Define

A,(..) :=
ir=Q

(This is the sum on v which appears in (2.18).) We make the following obser

vation:

A,(n+0 =
i/=0 
Ir $ n

=  e2 xih''A.i(n) =  Ai(n).

That is, Ai(n) is periodic with period t. Therefore, either Ai{n) = 0 for all n, 

or there exists a smallest integer m such that 0 < m < t— 1 and Ai(no+m) ^  0.

Case 3 t fc.

In this case, 8  = 1 when i/ /  0 ; therefore,

f (z;  r, t) =  e**t-k- lc~k{z -  q)~k 1 £  ant-*r(A)e2jti<'l+,t>A" 1 w +Inez
£  1  (2.20) n6Z J/=L )

= eirikt~k~lc~k(z -  q)~k ^  c2jrt(̂ +*)A-l(*) x
m€ z

|a » r * t ; ( 4 )  +  ^ i ; ( . i4„)e-2l"IriF2i:e2**' ^  ^ , (2.21)

where m := (sq that =  ^  +  «)•
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R em ark  2.12 I f  f (z )  has a pole at ioo (that is, if  no + k < 0), then the term 

with exponent n$ + k cannot be cancelled by any of the other terms which 

appear in (2.20). In particular, if  f (z) has a pole of order —(no + k) > Q at 

ioo, then f ( z ; r, t) has a pole of order —(no +  «) at q.

R em ark  2.13 Define
t-i

, . . ___* eAa(n)
U= 1

(This is the sum on u which appears in (2.20).) We observe that A2 is periodic 

with period t2:

A*(n +  f2) =
U=l

= e ^ A  2(n).

Therefore, either A2(n) =  0 for all n, or there exists a smallest integer m such 

that 0  < m <  t2 — 1 and A2(no +  m) ^  0 .

We summarize our results on the growth of f ( z ;r , t )  at q = * with the 

following two theorems.

T heorem  2.4 Suppose f{z) has a zero at ioo of order N  =  n0 +  k > 0.

Case 1  I f t 2 \c, then f(z;r, t )  has a zero of order N  at

Case 2 Suppose t\c but t2  fc. I f  Ai(n) =  0, Vn 6  Z, then f(z;r, t )  has a zero 

of order t2N  at Otherwise, there exists a least nonnegative integer m\ such 

that m i < t and Ai(no +  mi) #  0. In this case, f (z; r, t) has a zero of order

e N , i f  N  <
min(t^iV, N  + m j  =

IV+ mi, otherwise.
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Case 3 Suppose t fc. I f  X2 (n) = 0 ,  Vn 6  Z, then f(z-,r,t) has a zero of 

order N  at Otherwise, there exists a least nonnegative integer m 2  such that 

m 2  < t2  and A2(no + m2) ^  0. In this case, f ( z ; r , t) has a zero of order

N, i f N <  ^  

, otherwise.

R em ark  2.14 Since m x < t — 1 , — j+T-

R em ark  2.15 I f  Ai(n) ^  0 for all n €  Z, then m\ = 0, and thus f(z ;r ,t)  

has a zero of order N  at 2.• C

T heorem  2.5 I f  f{z) has a pole of order P = —(no + k) > 0  at ioo, then 

f(z; r, t) has a pole at |  of order

P, if t2 \c,

t2 P, if t\c but f2 fc, (2.22)

P, if t fc.

2.5 C onstru ction  o f  Invariant Functions

In this section, we use congruence restrictions of integer powers of the 

Dedekind eta function to construct modular functions (that is, modular forms 

of weight zero with trivial multiplier systems) on congruence subgroups of 

r(l). We also state conditions which, if met, would allow us to construct 

entire modular functions, which must be constant ([5], Chapter 2, Theorem

7).
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For t  G Z+ and ri, r2 G Z,

/*(*) := »?(*)*

0r(*) := T}(z)~l 

Fn,ritt(z) :=  Otffo »*2,f)

We have shown that ft(z \ rlt t) is a modular form on the group To^t (24t2) 

of weight |  with multiplier system v*, and gt(z; r2) t) is a modular form on 

the same group of weight — |  with multiplier system v ^ . Also, since 77 has no 

zeros or poles in H, it is clear (from (1.10), for example) that ft(z; r i,t)  and 

9 e(z\r2 ,t) are holomorphic on 7i. Therefore, we may conclude that F^]riit(z) 

is a modular function on T0,24t (24r2) which is holomorphic on U.

To simplify notation, we shall replace ft, ge and Fr(̂ r2 t, with / ,  g and F, 

respectively, to simplify notation throughout the remainder of this section.

Let a,c G Z, with c > 0 and gcd(a,c) =  1, and put <7 =  “. From Theorems 

2.4 and 2.5, we see that f( z ;r i ,t )  has a zero at q, <7(z;r2,f) has a pole at q, 

and that the order of the pole of g(z; r2, t) at q is greater than or equal to the 

order of the zero of f(z; ri, t) a t q. Therefore, F(z) has a pole at q of order 

F  — N, where P  is the order of the pole of g(z; r2, t) at q and N  is the order 

of the zero of f(z; ri,t) at q.

In particular, if AL and A2 (as defined in Theorem 2.4) are not identically 

zero, then F(z) has a pole a t q of order

£ - £ = ° ,  if^ lc  

^  -  min £  +  mx)), if t|c but t2 /c 

£ - m i n ( £ , £ { £  +  m2}), i f t / c .
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(Here and m2 are as defined in Theorem 2.4.) If mi =  mi = 0 (that is, if 

Ai(n0) ^  0 and A2(n0) ^  0), then F{z) has a pole at q of order

0, if f2|c

^ 2 4 ^ ’ ft *IC ^Ut ^  XC 

“S ’*. If*-It

On the other hand, if there exist ri, t such that Ai and A2 are both identi

cally zero, then it follows from Theorem 2.4 that F(z) the order of the zero of 

/ (z ;r i ,i )  is equal to the order of the pole of g{z;ri,t) at q. (Notice that the 

order of the pole of g(z; r2, t) at q does not depend on r2.) This allows us to 

state the following theorem:

Theorem  2 .6  Suppose there exist r ,t  6  Z, with t  > 0, such that Ai and A2 

(as defined in Remarks 2.11 and 2.13) are both identically zero. Then, for any 

r ' 6  Z, Ffiy t(z) is constant on H.

P ro o f The preceding discussion implies that F ^  t(z) is holomorphic on % 

and regular at each rational point q 6  Q. Therefore, F ^  t is an entire modular 

function and thus constant on H. This proves the theorem.
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CHAPTER 3 

THE THETA FUNCTION

3.1 Introduction

Definition 3.1 The “theta function, ” is defined on % as follows:

d(z) :=  (3.1)n€ Z
oo

=  ^2 One*™2, where a*, : = <
m =0

1, m =  0

% y/m  G Z+ (3.2) 

0, else.

It is known (see, for example, Chapters 3 and 4 of [5]) that i?(2z) is a modular 

form on To (4) of weight £ with multiplier system

u y Vl^f) c,"(‘f_1)/4(—l)(s*9n(c)+s,9n(<<)-2)/2, i f c ^ O

" * « W -i) /4 , if c =  0. (33)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



49

R em ark  3.1 The functions i9(2z) and tj(z ) are very closely related, because 

we may use Jacobi’s Triple-Product Identity [1] to rewrite t? (2 z) as follows:

tf(2*) =  I I U  "  +  e(4n- 2)™)2. (3.4)
n > l

This allows us to write tf(2z) in terms of t j (z):

i9(2z) =  ] ^ [ ( i - e2,ri(2n)z)2(H -e 2,ri(2T,- l)z)2( l - e 2,rin(2z)) -1
n > l

= e,ri(22+l)/l2T7(22 +  I ) ' 1 JJ (1  -  e«"e^ ) 2
n > l

= e,ri(2z+l)/l2r/(22  +  I ) ' 1 I J (1  -  e2inn{i+l/2))2
n > l

=  e ^ 22+l)/ l2»7(2z +  i j - i g - ^ + i / 2) / ^  ( z  +

=  ^  +  (3 5)
n(2z  +  i ) '  ( , )

We will apply congruence restrictions to the theta function in two different 

ways:

D efinition 3.2 We shall refer to the following as a “congruence restriction 

of the first kind:”

6(2r ,r , t )  := ] T  (3.6)
m = r (t)

= E
n»= r(t)

g2irinJz

D efinition 3.3 We shall refer to the following as a “congruence restriction 

of the second kind:”

6 r t(2 z) := Y ,  e W '-  (3-7)
n = r( t)
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R em ark  3.2 Since the Fourier expansion of d(2z) can be expressed in two 

different ways, both of which are of interest, it is useful to study congruence 

restrictions of both of these expressions. Congruence restrictions of the second 

kind are of interest only with respect to theta functions; with all other modular 

forms, we consider only congruence restrictions of the first kind.

We now introduce another type of Dedekind eta product which, as we shall 

see, is closely related to congruence restricted theta functions of the second 

kind.

D efinition 3.4 Let g,5 € Z, with 6  > 0. In [1 1 ], Robins defines the general

ized Dedekind rj-product, T}s,g{z), as follows:

t)sM  := (1 _  e2™*2) Y [  (1 -  e2™1*), (3.8)r»>0 n>0n=g(S) n = - g ( S )

where Pi{x) :=  {x}2 — {x} +  g is the second Bernoulli function and {x} := 

x — [x] is the fractional part of x. (For 0 < x < 1, {x} =  x.)

Robins goes on to show that, when 8  fg, r)st3 (z) is a  modular form of weight 

0 on r x((f) which satisfies the transformation law

i* ,(M » )  =  e * * *  VM  =  (  “  * )  6  T , ( 4 ) , (3.9)

where

Furthermore, Robins proves that, when gcd(a,6) =  1,

« . - - » a ( f ) - S + ( — i ) f - 5 ( . - 1). (3.1D
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Therefore, (3.9) may be written:

> ( { - ! ) ) } ,  M

for all M  = ^ ° ^ ^ € Ti (5) such that gcd(a,6) =  1.

We now establish a connection between the two types of congruence re

strictions of d(2 z):

Lem m a 3.1 t-i
d(2z ;r ,t)=  ^  t?/e,t(2z). (3.13)

fi=o 
R *= r(t)

P ro o f We may rearrange the right-hand side:

E = E E
R = t R=0 me Z

R ?= r(t) R ?= r(t) m = R (t)

g2jrimJz
me Z 

m = R (t)  
0 < R < t- l ,R ? = r ( t )

To prove the lemma, we must showr

{n 6 Z : n2 =  r (t) } =  [ J  {m 6 Z : m  =  R  (£)} .
o<a<t-i 
r*=7 (t)

We first show that

(n  6 Z : n2 =  r  (t)} C {m  6 Z :m  = R  (t)} .

R 2= r  (0
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Choose n € Z such that n2 =  r (t). Then, n  =  tQn +  Rn for some Qn, Rn 6 Z 

with 0 < Rn < t — 1. It then follows:

n2 =  t(*<£+2<?n/2„) +  i&

which implies

n2 =  K  (*).

and therefore

r =  K  (*)•

Thus, n2 =  r(£) ==► n = R (t) for some R  6 Z such that 0 < / ? < £  — 1 and 

fl2 =  r  (()■

It remains to show that

( J  {m e Z : m  = R  (t)} C {n € Z : n2 =  r (t)} .
0 <R<t— 1 
R *nr (t)

Choose m e  Z such that m =  Rm (t) for some Rm € Z, where 0 <  Rm < t — 1 

and R ^  =  r  (t). Clearly, m =  /?„, (mod t) =► m2 = = r  (t). Therefore,

if m =  f? and R 2 =  r, then m2 =  r (f).

The two sets in question are equal; therefore, the corresponding sums are 

equal, and so the lemma is proved.

Exam ple 3.1

$(2 z; 9,16) =  $3,16(2 .2) +  $5,16(22) +  $11,16(22) +  $ 13,16(22), 

since r2 =  9 (16) <=>• r  =  3,5,11 or 13 (16).

$(2z; 9,18) =  $3,18 (2z) +  $15,18(22) + $9,is(22), 

since r2  =  9 (18) <=> r  =  3,9 or 15 (18).
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Another useful property of i9r,t(2z) is the following:

drJl?z) =  £  ew *
nez

n = r ( t )

_ ^  e2xi(~n)2z 
n € Z  

- n = r ( t )

=  g 2 rin Jz

nez
n = - r ( t )

Therefore,

t?r,t(22) =  l9-r,t(2z).

(Note that, for r  = 0 or r  =  | ,  the above is trivial, since in each case r  =  

—r(t).) This allows us to rewrite the result proved in the preceding lemma as 

follows:

L ^J
d(2z; r,t) =  2 ^  0 r,i(2z) +  Xr,t(0)#o,t(2z) +  Xr,t(*/2)tft/2,t(2z),

R = l
R * = r ( t)

where we define Xr,t(R) i
1 if r = R[ t )  

0 else.

Exam ple 3.2 The previous examples may be rewritten as fellows:

t?(2z; 9,16) =  2t?3,x6(22)+2T?5,x6(22), 

x?(2z; 9,18) =  2tf3,18(2z)+t?9,18(22).
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3.2 C ongruence R estrictions o f th e  F irst K ind

It follows from Theorem 1.2 that 6(2z;r,t)  is a modular form of weight 

5 with multiplier system v# on the group C provided such a r v< 

exists. The object of our next theorem is to determine a subgroup of finite 

index in T(l) which is also a subset of SVi.

T heorem  3.1 Let h* := gc^ t) • Then, for all A  =  ^ ® d )  6 r °’* ’

= v#. Therefore, we may take

rUtflt =  r0,t {htt2) . (3.14)

R em ark  3.3 This is not necessarily the largest group which may serve as

This is simply the best result obtainable with our argument. There may 

exist a larger (and, therefore, better) choice for which contains r 0,t (htt2). 

Finding a larger would strengthen the result of this theorem.

R em ark  3.4 Note that our choice of TVi<t depends only on t, and not on r.

P ro o f  To prove Theorem 3.1, it will suffice to show that

is independent of v; once this is shown, the theorem is proved by putting u =  0. 

The assumptions t 2 \c, 8t|c and a =  d(t) guarantee that
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is an element of To (4). Therefore,

is defined.

We first dispense with the case c =  0. In this case, the value of v$ is simply 

the lower-right entry of the matrix, which (when c =  0) does not depend on u.

Now, suppose c ^  0. If follows from v^(S) =  1 that v^{A) =  v^(ASx), 

VA € Z and A  € T0 (4). We choose A e Z s o  that d -  cvft +  cA > 0:

= » * ( ( ;  d - f ) ( o  l ) )

=  c d — a / j t  + cA )

= ^ c/2 \  e v / t+ e X - 1)/4 ̂  _  j sig n (c )-1)/2

(Note that the value of depends only on the lower row of its argument.)
£

Now, we define ci := w^ere Q £ Z is chosen so that ci is an odd integer. 

In other words: ci is the largest odd factor of c, and a  is the largest power of 

2 which divides c.
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Note that 8£|c implies —cv/t + cX =  0 (8), while 2t2|c implies a > 1. With 

these two observations in mind, we proceed:

= (  l  V"7__*__V7__a__ )
\ d  — cu/t + cX) \ d — cv/t + cX J \ d  — cv/t + cX J

ejr»(rf—1)/4̂  j) ('**'»"(<:)-■1 )/2

=  ^  Si_____^ ^ __ J j ((</—ciz/M-cA)1 — l)/8ja—1 girt(d—1)/4 ̂ _j j (aijn(c)—1)/2

=  ^ d - C u / t  + cX^ ^yei-D /i^^td -eu /t+ cX -D /l x

( _  1 ~  l ^ a ~  l )/8g in '(rf-1 )/4  ^  j ( « jn ( c ) ~  l) /2

=  ( _ 1 ) ( c i - l ) / 2 ^ _ 1 j ( r f - l ) / 2 ( _ 1 j(da - l ) ( Q - l ) / 8 e » i ( d - l ) / 4 ^ _ 1 j ( « s n ( c ) - l ) / 2 }

which is independent of u.

We have shown that ^ * d — ~
To,* (21 2). We note that

lcm(8t, 2 t2) =  — =  —f* =  htt2.
gcd(8£, 2£2) gcd(4, t)

Therefore,

ro (8 £ )n r0,t (2£2) =  r 0,t (/it£2) .

This proves the theorem.

Corollary 3.1 tf(2 z; r, t) is an entire modular form of weight |  with multiplier
A

system v# on the group r 0,t (htt2), with ht := "

P ro o f This follows from Theorems 1.1 and 3.1.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



57

3.3  C ongruence R estrictions o f  th e  Second K ind

T heorem  3.2 dr<t(2z) is an entire modular form on T x (4t2)nr<j (3), of weight 

i ,  with multiplier system v#.

P ro o f First, we make the assumption — j  < r < There is no loss of 

generality in doing so, since r' = r (t) =>  iV,t(2z) =  i9r,*(2z). We then carry 

out the proof of the theorem by considering three separate cases.

Case 1 Suppose r =  0. Then,

*4(22) = Y ,  e M 'u
n=0(t)

_ ^ e2in(r.t)2* 
n

= tf(2 t*z).

Since d{2z) is a modular form on To (4), it follows that t?(2t 2 z) is a modular 

form on To (4t2). We now proceed to show that t?(2t 2 z) has multiplier system 

vs-

Suppose M  =  ^ ^ ^ j  6 To (4£2). Then,

_  /  2a(t2z) + 2 t?b\
V p (t 2 z) +  d )

= tf(2A/'((22)), where W  = (  ^  )  e  r « (4)
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We now refer back to (3.3), to show that v^(M') = v#(M). The case c =  0 is 

trivial, since we then have v$(M') = v#(M) = d. So, we assume c ^  0:

s l2 i^  e * i{ d - i)H  ̂ (s ig n (c )- l) /2 ^ ^ (s ig n (d )-1)/2

e,ri(<1-l̂ 4(—i)(a,9n(t*c)-1)/2(—1)(«»"(‘0 - 0/2

g Jri(<i-l)/4^_ y j (sign(t3c ) - l ) / 2 ( r i g n ( d ) - 1)/2

Therefore, for all M  =  ^ ^ )  e  r ° (4)>

t?o,t(2Afz) =  utf(M)(c2 + d ) 1/2#0,t(2.z).

This completes the proof of Theorem 3.2 in the case r  =  0.

Case 2 Suppose r  =  | .  Then,

= E  e W ‘
n=|(t)

g 2iri((tn+t/2)2z

n
e2*t(2a+l>*(t/2i2i

n

e 2xin2(t/2)3z  _  g 2iri(2n)2(t/2)2z j  

n

= #(2(t/2)2z) — i?(2t2z).

We know that #(2(t/2)2z) and tf(2t2z) are modular forms of weight |  on 

To (4t2). Therefore, if we show that these two modular forms both have mul

tiplier system v#, we may conclude that tf±>t(2z) is itself a modular form on 

To (4J2), of weight with multiplier system v#.
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From Case 1, it follows that

= dQt( 2 z) — i?o,t(2.z).

Therefore, for M = ^ ^ ^ ^ 6 r° (412) ,

t?_«it(2Afz) = ■dQt(2 M z)—dott(2Mz)

= vt(M)(cz + d)l/2i?0,« (2z) -  vt(M )(cz +  d)1/2t90,*(2z)

= V0 (M){cz + d)1/2 t f t t(2z).

This completes the proof of Theorem 3.2 in the case r  =  | .

Case 3 Suppose r 0  {0, £}. We rewrite i?(2z) as follows:

t?r t(2z) =  y  ] e2H(nt+r^ z =  e2xir3* y  ' g2xi(nt)3 zg4irinrtz 
n n

To this sum, we apply Jacobi’s triple-product identity:

# r , t ( 2 z )  =

e 2xiiraz J " J  (1  _  g25ri2 t* rru )( i _|_ e 2xt((2m -l)£a +2rt)z^  _j_ e 2 iri((2m -l)ta -2 r t) z j  

m > l

Next, we rewrite tfr,t(2z) in terms of generalized Dedekind /^products: 

^m(2z)
_  g2irirJz — e 25ri2t2mz ) ( i  _j_ e 2iri((2ro-l)ta + 2 r t ) z ^ j  _|_ g2»»((2m -l)ta -2 rt)z  j

m > l

=  e2,"(ra- ‘2/ i2)*n{21?z) x
J 1  > t ( l  — e 2in(4£am -(2 ta - 4 r t ) ) z ^   g2*i(4tam -(2 ta+ 4rt))z)

n m > i ( l  — g2ir«(24am —(£a- 2 r t ) ) z ) ( 1 _  g2jri(2tJm - ( ta+ 2rt))z)

_2,r if t(24^ ) 2taz ,  ,
_  2n(ra- ta/12)z /Of2- ) 6 V4t2?t2+4rt(.Z)

- 2 KiPl(£gp)t2Z ,  ,
e V V2t2,t2+2rt{z)

_  e2»“ (^ -n - f t ( H ? )^ )5«L2* !± ± l^ J7(2f22). (3.17)
1ht2,t2+2rt\Z)

(3.15)

(3.16)
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To justify equation (3.16), we observe that |r| < £ => t ±  2r > 0; therefore:

m > 1 = >  i t 2m  — (2^ ±  4rt) > 2t(t T  2r) > 0, and 

m < 0 = »  4£2m — (2f2 ±  4r£) < — 2t(t ±  2r) < 0.

Thus,

{4i2m — (2£2 — Art) : m € Z+} =  {n € Z+ :n  = 2t2  + 4rt(4£2)}

and

{2t2m — (f2 — 2rt) : m € Z+} =  {n € Z+ : n = t2  + 2rf(2£2)},

and so the products on m  in (3.15) run over the set of integers specified by 

the definitions of rj^^+Art and r?2t2,ra+2rt> respectively.

Let us now evaluate the exponential term which appears in equation (3.17).

r2

- ’’ - n - ' G - j - i )
2 t2  2  *2 n

=  r _  12 _  12 =

Thus, the exponential term vanishes, and so (3.17) becomes

r9rt(2 z) =  (3.18)
%ts,ta+2rtW

At this point, we note that #rit(2z) is a product of functions which are mod

ular forms on r t (4£2); therefore, t?r,t(2z) itself is a modular form on r \

We now proceed to show that the multiplier system for i9ril(2z) turns out to 

be v# when M  € r 0 (3).
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Let M = ^ ® bd ĵ € Ti (412) D T0 (3). Note that M  G I \  (4t2) =► 

gcd(a, 2) =  1, and M  € To (3) ^  gcd(a, 3) =  1; therefore, gcd(a,6) =  1, 

so we may use (3.12) to determine the transformation law for V4 t3,2 t3+4 r t ( M z ) :

T)*t3,2t3+ 4 r t( M z )

f y t 3,2t3+ 4rt(z )

=  exp {x i ( jo if ’P, ^  + (a -  U -  j ) )  }

= exp {x, (iabtP, ( r  + i )  -  ^  + (a -  1) (l +  i  -  1) )  }

= exp jx i  ( 4 ^  -  1 )  -  }

=  (3W)

In (3.19), we note that M  6 Ti (4£2) =► 4£2|(a — 1). Therefore, we may 

state the transformation law for r}At%^i+Art as follows:

for all M  =  ^ ^ ^  ^ € Ti (4i2). Similarly,

rh t 3 ,t3+ 2 r t(M z )

W2t3,t3+ 2rt(z )

= exp(xi ( a * » « ( ^ i ) - ^ E + C a - I ) ( ^ 5 - i ) ) }

= exP ( x i ( 2 r f P 2 ( r  + I ) - i^  + (<, - l ) ( :  +  i - i ) ) }

=  exp jx i  ( W  ( £  -  A )  -  ^  + }

f  . (  2a6t2 ac \  1
=  exp^m ^  12 12t^J J ’

and so we may write
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for all M  =  ^ e  r i (4f2)* Since »?(*) is a modular form of weight |  on

r(l) with multiplier system vv, it follows that, for M  = ^ °  ̂^ € r° (2t2):

i* *  ̂ ( 2 t2az + 2 t 2 b \rj(2 t M z) = - ) ( - e r + r  j

-  ‘  * * ) ( * * . ) )

= Jr 2f ) ( 2 F (2i2j) + ,<)'/2’'(2‘22)- 

Thus, for all A/ =  (  ^ ^ J  €  To (4f2) (so that jf, is even),

r)(2t?Mz) = v^{M ){cz + d)l' 2 Tj(2l?z), (3.22)

where

 v ^  a ^

■ e # ) . ~ { S N ? fe- > ' " ( i w - ' H - j- £]}
■ ( ^ ) . — { f i  - " ( S  -  - v )
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We now combine (3.17), (3.20), (3.21) and (3.22) to derive a transformation 

law for 19r,t on T i^ t2). For Af = ^ °

t?r,t(2Mz)

,?2ts(t1+2rt\M z)
-  eXp>{ ~ ^  (8&*2 + $)h4t*qt*+4rt(z) / c/2t2\  , «I/2„(2 i2 2) x
-  e x p { - ^ ( 4 ^  + ^)}rl»,M ( z ) {  d ) . { C 2  + d)

^  [ io ^ c  _ w  ( ^  _ 442) + 6((f _  !)]}

= (Cz + d)l'*0r,t(2 z )x

= ( ~ f “)  (c* + d)1/2iM2*) x

exp { g  ( - ^  + |  -  M ( £  -  t f )  + 6(i -  1)) }

= ( ” 5~ )  (cz + d)1/2drit(2z) x

6 x 9  { s  ( 4M<2 ~ 40642+ ~ — 0̂ — ~ ~ +6 d̂ ~ * 0 }

_  ^ eIiIT:li(cz + d)l/2^rtt(2z) x

6XP{ S  (46<2(rf “ a) +  ^ ( 2a “ 2rf~ |

_  eIilT^i (c2 + d)1/2i?rit(2z) x

exp { g  ( ^ ( r f  -  a) -  | ( i  -  a) -  5 ^ )  }

_  e:i^ ( c z  + d)1/2t?r,t(2z)exp ( ( 46<2 ~ 7?) (r f - a ) “  ^ ~ ) } ‘

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



64

Therefore,

(cz + d)ll2 dr,t(2 z)

exp { g  ((4W2 - $ ) ( d -  a ) -  } x
( j g i )  j f c ; 4 0 t

m(d-l)
de * , if c = 0.

We now make the simple observation

( c j i \  ( £ t ? \  ( t _ \ 2  ( c / 2f \
fldj l|d|j I m j ImJ I n i '

With this, we may use (3.3) to rewrite the above transformation law in the 

form

tfr,4(2iMz) =  (3.23)

va{M) exp ^  ̂ 4bi? ( d - a )  -  |  (cz +  d)l/2 tir<t(2z).

To prove the theorem, we must show that 48| ^(4bt2  — |f) (d -  a) +  .

To this end, we note immediately that 4| (46i2 — ^ ) ,  4f2|(d — o) and 42t2|fr; 

therefore, (46t2 — (d — a) — ^  is divisible by 42 t2. It remains to show, 

then, that (46t2 — (d — a) -  ^  is divisible by 3.

If 3|£, then the desired result follows, since (as noted in the preceding 

paragraph) f| ((46^ -  f£) (d -  a) -

We proceed, then, under the assumption that 3 /ft. In this case we have 

f2 =  1 (3). We define a', d , d! 6 Z as follows:

d '=  —' 4t2’
(3.24)

4t2 ’ 4t2 ’

Thus, a =  4f2a '+ l ,  d = 4t2d '+ l, and c =  4t?c. We note that, since M  € Ti (3), 

we must have 3|c'. Further, by rewriting ad — be — I in terms of these new
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variables, we derive the relationship:

(4 t2 a' +  l)(4f2<f +  1) — 4t*bd — 1

16 tAa'(£ +  4£2(a/ +  d!) = 4 t*bc'

==> a!d! + a* + <f = 0 (3)

«=* (o' +  1)(</ + 1) =  1 (3)

<=>a' +  l =  tf + l  =  ±1 (3)

<*=► a' = df =  0 or 1 (3). (3.25)

In terms of a’, c’ and d ’, we have:

^4bt? — (d — a) — =  (46t2 — 8c')4t2(<f — a') — 6(4f2d' +  1)1 dfV2

=  b{<f-o!) (3)

=  0 (3).

The final step above follows from (3.25). This proves the theorem.

C orollary 3.2 t?(2z;r,t) is an entire modular form on T1 (4^) fl T0 (3), of

weight with multiplier system v#.

P ro o f This follows from Lemma 3.1 and Theorem 3.2:
t - i

6{2Mz-,r,t) = ^ 2  dn,t(2Mz)
R=Q

K*=r(t)
t - l

= ^ 2  vAM ){cz + d)l/2 dR,t(2z)
R = 0

ft*=r(t)
t - l

= u*(M)(cz + d)1/2 ^ 2  ^ W 22)
ft=0

K*=r(t)

= vs (M )(cz +  d)l 2̂t?(2z; r, t).
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3 .4  Sum s o f Squares

D efinition 3.5

tT(2z) :=

R em ark  3.5

=t?(2z;l,2).

R em ark  3.6 It follows from Corollary 3.2 that i?*(2z) is a modular form on

r0(i6).

In the interest of simplifying notation later on, we define the functions f t 

and gs as follows:

D efinition 3.6

f s(z) := d{2zy, 9 a(z) := (3.26)

We now define r,(n) and r*(n) on {n € Z|n >  0} in terms of their generating 

functions:

/.W = £ r» e2rt,“' (3-27)
n>0

S.M = i>;(")e2'"“ (3-28)
n>0

It follows that ra(n) and r*(n) have the following arithmetic properties:

r3 (n) =  # { (x u ...,x3) : x* 6 Z ,x \  + ... +  x? =  n}, (3.29)

r I(n ) =  #{(x!,...,xa) : X i 6 Z , 2 +  +x^ =  n}. (3.30)
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R em ark  3.7 For n < 0, rs(n) = r*(n) =  0.

R em ark  3.8 We wish to study the behavior of the ratio in arithmetic

progressions on m. However, we note that r*(m) is nonzero if and only if 

m = s (8) and m > s (since x2 = 1 (8) for all odd x). Therefore, we 

restrict ourselves to arithmetic progressions of the type m = t (u)  with 8|it and 

t = s (8).

Theorem  3.3 Let s, t, u € Z be given such that 0 < t < u, 8|tt, s > u and 

s = t (8). Put M  := {m  € Z : m > 0, m =  t (it)}. Then, not

constant on M .

R em ark  3.9 The requirements 8|u, m = t (u) and s = t (8) guarantee that 

m = s (8), Vm 6 M . Therefore, r*(m) ^  0 on M .

R em ark 3.10 This theorem is a generalization of the result of [3]. In partic

ular, the died result follows from this theorem if we put u =  8 and t = s.

P ro o f We define the auxiliary function

m=i(u)
m>3
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and note that

f s{z;t, u) -  Fs{z\t, u)

= ri(m)e2*imz — 53 rs(m)e2 * t m 2

m=t(u) m=t(u)
m>  0 m>t

= 53 r,(un +  t)e2Ti(un+t)s -  53 r a(un +  t)e2,ri(“n+*)*
n €Z  n€Z

u n + t> 0  un + £> j

= 53 r,(un +  t)e2in(ttn+t)* -  51 ra(un +  t)e2Tî un+t)z
» * r* i - s r ^ i

= 5I^(un + *)e2,ri(ar‘+t)s-  53 r,(tm  +  t)e2xt(un+t)*
n—0 n > r ^ l

53 ra(tm-M)e2,ri(“n+tK  (3.31)
0 < n < f ^ l

Since s>  u, the right-hand side of (3.31) is a finite, non-trivial polynomial 

in e2rtz. For. since

at least one term must appear on the right-hand side of (3.31) -  specifically, 

the term rs(t)e2mtz (corresponding to n =  0) must appear.

Rather than similarly defining an auxiliary function to gs(z; t, u), we instead 

note that, since r*(m) =  0 for all m < s.

m=t(u)
m>s

=  5 3  r;(un  +  *)e2’n(un+t)i
neZ

tm+t>s

= 5 1  rs(un +  t)e2xi(“n+t,z.
» > r ^ i
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Choose c € Q, independent of z, and put

Ve(z; s, t, u) := f a(z; t, u) -  cga(z; t, u). (3.32)

It follows from Theorems 1.1 and 3.1 that f a{z), g3 (z), and (therefore) s, t, u)

are modular form on ro,tt (2u2) of weight |  with multiplier system v%.

We combine (3.31) and (3.32) to obtain:

^ (z ;  s,t,u)

-  ri(un + t)e2," ("n+t)* + Fa{z\t, u) -  cga(z; t, u)
o< n< r^ i

Y  rs(un + t)e2Tî n+t)z +
0< n< r^ l

Y  r,(tm + i)e2**(,in+t)* _ c Y  r;(un + 0e2’ri(Mn+<)*
" > ^ 1  " > ^ 1

Y  ra(un + t)e2̂ un+t^  +

Y  (ra(un + t)-cr;{un  + t))e2irî n+t^ .
" > r ^ i

Y  ra(m)e2ximz+ Y  (ra(m) — crs(m)) e2ximz. (3.33)
m=£(u) m=t(u)

0<m<uf*=i]+t m>u[ *=*]+£

Since ^ ( z ;  s, t, u) is a nontrivial modular form on a subgroup of finite 

index in T(l), it must have the real line as a natural boundary (see [6], p. 20, 

exercise 2); that is, the right-hand side of (3.33) may not be a finite polynomial 

in e2” 2. Therefore, r4(m) — cr*(m) ^  0 infinitely often for m  € M., and so 

^  not constant on -M. This completes the proof of Theorem 3.3.
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We now prove a weaker, though still useful, result for the case 0 < s < u.

Theorem  3.4 Let s, t, u € Z  be given suck that s > 0, 0 < t < u, 8|u and

t = s(8). Let M  = {m € Z : m > Q,m = t (u)}. Suppose that there exists
r (tti)

some N  € Z, N > 0, for which f i '̂ )  constant for m €. M ,m  > N . Then, 

Vo — a a
7**T S

is constant on M . In particular, =  r* ^ y  f or all m E M .

t (m)
R em ark 3.11 In other words: either f ; x is constant on a ll of M  , orr*{m) J

i . . .  . .  ,  ».  , f s ( j n \  #there exists no  positive integer N  for which r * ^ )  *s constant in m for m E 

M ,m  > iV.

R em ark 3.12 J7its theorem provides an experim en ta l approach to proving

ot constant on M : if 
r»(mi) / ra(m2)

r̂ TTiJ
that the ratio r «(m) is not constant on M : if one can find any pair of integers

Tj m n  /  rs \m 2) m
mi, m 2  6 M. such that ^  r»(m2) ' n result o/ Theorem 3.4
follows.

P ro o f Suppose that j =  c for all m € A4, m >  N. (Note: c is a rational 

number which depends on s, t, and u, but not on m.)

As in the proof of Theorem 3.3, we define

Vc(z; s, t, u) := f s(z; t, u) -  cgs(z; t, u),

and so

* c(2; s, t,u) = £  r.CmJe2̂  -  c £  r^m je 2̂
m6M meM

= Y .  ('■•(“ ) -  «r:(” >))e2rt“ - (3-34)
mgjVl
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Since ^ e(z;s ,t,u )  is a modular form on r 0,u (1024it2), the right side of

(3.34) may not be a nontrivial, finite polynomial in e2*1*. Therefore, it must

either be an infinite polynomial in e2***, or identically zero. The former implies 
JjTlJ

r~('m~) ̂  c infinitely °ften iQ -M; the latter implies r*(m } =  c for all m 6 M.. 
This completes the proof of Theorem 3.4.
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