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A B S T R A C T

A MEAN VALUE THEOREM FO R CLASS NUMBERS OF QUADRATIC 

EXTENSIONS OF FUNCTION FIELDS

Ibrahim  Al-Rasasi 

DOCTOR OF PHILOSOPHY

Temple University, August, 2001 

Professor Boris Datskovsky, Chair

In this thesis we study a zeta function associated with the space of binary 
quadratic forms with coefficients in a function field of characteristic differ­
ent from two. We establish the convergence, analytic continuation, and the 
functional equation for this zeta function. The method we use is that of T . 
Shintani as illustrated in the work of B. Datskovsky and D. J. Wright using 
adelic analysis.

As an application of studying this adelic zeta function, we obtain a mean 
value theorem for class numbers of quadratic extensions of a function field. 

This will be achieved by first conducting some local analysis. This local anal­
ysis amounts to studying certain integrals, which we call orbital zeta functions, 
th a t appear in a natural way as local factors of the adelic zeta function we 

started  with. Next we put together the global and local information we ob­
tained to  construct a sequence of Dirichlet series. Studying some analytic 

properties of this sequence of Dirichlet series will yield the mean value theo­
rem.
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CHAPTER 1

INTRODUCTION

1.1 Objectives

The study of integral binary quadratic forms goes back to Gauss. Gauss
[9] conjectured mean value formulas for the number hd of 5 L 2 (Z) —equivalence 
classes of primitive integral binary quadratic forms of discriminant d. Gauss’s 
formulas were first proved by Lipschitz [15] for d < 0 and by Siegel [22] for 
d > 0. Currently, the best result for d <  0 is due to Vinogradov [24] and th a t 

for d > 0 is due to Shintani [21]. Their respective formulas are as follows: For 

any e >  0,

t2 — du2 = 4 .

As Gauss noted, integral binary quadratic forms are closely connected to  
quadratic extensions of Q. Hence similar asymptotic formulas for class num­
bers of quadratic fields were obtained. In 1985, Goldfeld and Hoffstein [10]

where ed =  and t  and u  are the smallest positive integral solutions of
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gave the following formula: If  5ft(s) >  1, then for any e >  0 ,

T .  L (S» Xm) =  C (s)x  +  0 (x 2+e)
0 < ± m < x

where C (s ) =  §C(2s)(l — 2 2s) IIp^C 1 ~ P  2 ~ P  2s L + P  2s 2), m  is square-
free, and Xm is the  real primitive Dirichlet character satisfying Co(yfS) (s) =  
C(s)T(s, Xm)- W hen s =  1, the above formula gives an asymptotic formula 
for class numbers of quadratic fields. In 1993, Datskovsky [2] gave a general 
mean value theorem  for class numbers of quadratic extensions of a number 
field, namely

This formula, in  turn , can then be translated into a mean value theorem 

for hLR L as R essz=iCe(s) is given in terms of heR e ,  where he  and Re  are 
respectively the class number and the regulator of L.

Our ultim ate goal in this thesis is to prove similar results to  what Datskovsky 

did but in the case of quadratic extensions of a  function field. Namely, we 

would like to obtain  asymptotic formulas for ^2 ,[e_K]=2,DL/K<x R ess=iCL(_s), 
where L j K  is a quadratic extension of a fixed function field K , De/K is the 
norm of the relative discriminant of L  over K , Qe{s) is the  Dedekind zeta 
function of L. We achieve this via the theory of zeta functions associated with 

the space of b inary quadratic forms with coefficients in  a function field. The 
basic tool we use is adelic analysis in the spirit of T a te ’s thesis [23].

At this point, i t  is worth mentioning th a t the  zeta  function we will work 
with, see (1.1) below, is due originally to  Shintani [20]. In his study of inte­

gral binary cubic forms, Shintani introduced and investigated certain integrals, 
which he called zeta  functions, which enabled him to obtain  some density re­
sults about the class number of primitive integral b inary cubic forms. The 
results he obtained are improvements of previous results obtained by Daven­
port [5]. Shintani’s work was over C. The adelic version of Shintani’s zeta 
function was later studied by Wright [27], Datskovsky [1] (for binary cubic

lim —
x—foo x

R esa=iCfc(s)2
C e(2 )R x So I J ( 1—Qv2—<lvZ+ (lZ A)-2 r i  tK ) + r 2(K)

v £ S
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forms with coefficients in a number field and a function field, respectively), 
Yukie [28], and Datskovsky [2] (for binary quadratic forms with coefficients in 

a number field). By further analysis of these zeta functions, Datskovsky and 
Wright were able to obtain density results for discrim inants of cubic extensions 

of any global field of characteristic other than 2 or 3 (see [3] and [4]). The first 
main objective of this thesis is to study the adelic zeta function associated 

with the space of binary quadratic forms with coefficients in a function field. 
The second objective is to  obtain a mean value theorem for class numbers of 
quadratic extensions of a  function field. We give next a  brief description of 
the content of this thesis.

Let K  be a function field in one variable over a finite field of constants Fq, 

2". Let V  be the 3-dimensional affine space. Identify V  w ith the space of 
binary quadratic forms by means of the correspondence

x  =  (ari, x 2, x 3) <— > Fx(u, v) =  X i u 2 x 2uv  4- x 3v2.

Set G =  Gli x Gl2. Let G  act on F a s  follows:

Fg.x (u, v ) =  tFx{au -\-cv,bu + dv)

(  a b \
for g =  (£, [ 1) E G  and x  €  V. Now Vk  is a  3-dimensional vector space

\ c  d J
over K .  Then this action of G on V  gives rise to a representation

e : G  — > G l(V )

defined over K .  Set H  =  g(G).

For x  £  V, let P (x)  =  x \  — 4x ix 3 denote the discriminant of x. A  form x  is 

called nonsingular if P{x) ^  0 and singular otherwise. Denote by V'K the set of 
nonsingular forms w ith coefficients in K .  Set V£  =  {x  €  : [Kx : K] = 2},
where K x is the splitting field of Fx(u, 1) over K .  Let A  be the  ring of adeles of 
K  and A* be its group of ideles. We adelize G, V , and H  so th a t H x  becomes 

a subgroup of Gl(Vx) and H k  becomes a discrete subgroup of Hx-  Let Q be 
the space of quasicharacters on A* that are trivial on K *, and let <S(Va) be
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the space of locally constant complex-valued functions with compact support 

defined on Vx- Then for cj £  Q and f  £  S (V x),  define

Z ( u } , f ) =  f u(det(h)) y] f ( h  - x) dh, (1.1)
J nK/n K xeV„

where dh is a left H aar measure on Hx- This is the adelic zeta function  
associated with the space of binary quadratic forms with coefficients in K .

In Chapter 2, we discuss some aspects of the  action of Gk  on Vr . In 

particular, we show how binary quadratic forms are related to quadratic ex­

tensions. We also describe the stabilizer group of a nonsingular form and the 

connected component of the identity inside it. In  Chapter 3, we define and 
establish the convergence of the adelic zeta function Z{ui, / ) .  Here we show 
that Z(cj, f )  converges absolutely and locally uniformly for !ft(u;) >  1. A ma­

jor part of this thesis will be contained in C hapter 4. Here we obtain the 
analytic continuation and derive the functional equation of Z(u,  / ) .  This will 
be achieved by first using an adelic version of the Poisson summation formula. 

This will reduce finding the analytic continuation of Z (u , f )  to  finding the 
analytic continuation of a  singular integral, denoted by I ( u , f ) .  The idea of 
analytically continuing is to decompose i t  into a  sum of three integrals

depending on the singular G^-orbits in VK. For this decomposition to be 
possible, we use Shintani’s idea [20] of first introducing an Eisenstein series 
in I(u, f )  to obtain another integral, denoted by I(ui, / ;  w, <f>). Next we de­
compose /(a;, / ;  w, </)) into a sum of three integrals P(u), f ;  w, 0 ) for i —  0 , 1, 2 , 

analytically continue each one of them, and then convert this analytic con­

tinuation to th a t of / ( c j , / )  and hence Z(cu, / ) .  In the process we introduce 
some distributions in terms of which some residues of Z(u), f )  are given. We 

summarize the work in this chapter in Theorem 4.1.
As a consequence of our study of Z(u>, / ) ,  we shall obtain the mean value 

theorem we are after. This will be done in three steps. The first step is to  

note that Z (uj, f )  in (1.1) can be written in its region of absolute convergence
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as a sum

= \  Y '  f u {d e t{h ) ) f{h -x )d h  (1.2)
J xeHK\ v "

where the sum is over a complete set of representatives of all if/c-orbits in  

V£. Also H°  is the  connected component of the  identity in Hx, the stabihzer 

group of x  in H .  One important point to note here is th a t due to the nature 

of the action of H k  oh V k , the sum in (1.2) is in fact a sum over all quadratic 
extensions of K .  Each integral in (1.2) can be w ritten as a product

Cxfj-ix) f u(det{h!))f(h ' ~x)d ,xh! (1.3)
J H*. I [H°) a.

where

(1.4)

d'xh! and d"h" are measures on H x /{ H ° )x  and  (Hx)a / (H °)k  respectively, 
and Ci is a constant given by dh =  cxd!xh'dxh". W hat makes the sum in (1.2) 

interesting is th a t for a suitable choice of the measure dxh", n(x) will be given 

in terms of the divisor class number of the quadratic extension K x of K .

For /  =  rLeAf(iC) t îe integral in (1.3) can be written as a product of 
local integrals

J J  f u v{det{h'v) ) f v(h'v - x) dxh'v. (1.5)
v€M(K) HfCv/(.Hx)fCv

Each local integral in (1.5) will be denoted by Z x(uv, /„) and will be called an 

orbital zeta function. In Chapter 5, we study some properties of Z x(ouv, /„).
The second step toward the mean value theorem  is to put together the 

global and local information obtained in Chapters 4 and 5 and construct a  

Dirichlet series £xs(uj) whose value at u  =  o/s is given by

r - \ _ ho,K ho,** Gc,s(3s — l)Gr,s(3s)2
f e s W -  2 2^ | O r  s(3s)

[Kx :#C]=2)x ~ x s  D i  ’

where h0yK and hotKx are respectively the divisor class numbers of K  and K x, 

Ck ,s ( s )  =  n ^ s ( l  — Q v * )1 is the. truncated Dedekind zeta function of K , Dx

H(x) =
J(i

dxh",
[HZ)a / { H ° ) k
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is the absolute norm  of the relative discriminant of K x over K ,  and finally 

the symbol x  ~  xs  specifies some local conditions of K x a t  the places of S. In 

Section 6.1 we will study  some analytic properties of €xs (cj).

Finally, from £Xs (s) we construct a sequence of Dirichlet series &s,tAs) 
where { T i} ^  is an increasing sequnce of finite subsets of M (K ) ,  the set of 

all places of K ,  such th a t S  C  2* and lim^oo T{ = M (K ) .  Denote the residue 

of £xs ,T i ( s )  at s  =  1 by R Xs,Ti- The important point here is th a t the limit 
limi_).00 R XStT. =  7Zxs exists and nonzero. We can now sta te  the mean value 

theorem.

T h eo rem  1 .1  We have

= 3 log ? • K-s
a

x ~ x s , D £  =q3n

where

and

2 0 c(2)ftg,K TT D TTVi -2  -3 , —4\
~  3 (q -  1) logq H  * l K *  qv qv +  )v* ' o ' *  ves v£s

r i x f i  i f  (k v)Xv =  k v

Rxv =  i f  [(^i/)xw : Kv] =  2 , unramified
k Vv l a ~<?,72)2(1+<?1' i f  [(Kv)Xv : K v] =  2, ramified, qv #  2n.

For a proof, see the proof of Theorem 6.1 in Section 6.2.

1.2 Notations

For any set A, we let \A\ denote the cardinality of A .  We denote by Z, R, C 
the ring of integers, the field of real numbers, and the field of complex numbers, 
respectively. For a ring R, we denote by R* the group of invertible elements 
of R. We use the symbol (J to indicate disjoint union. For two expressions £ i  

and £ 2, we write E \  £2  to mean E\  <  c£2  for some constant c. For z  €  C,

we denote by 9£(z) and 3f(z) respectively the real and imaginary parts of z.
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Suppose G  is a locally compact topological group. Let T be a discrete 
subgroup of G  contained in the maximal unimodular subgroup of G. Then for 

any left invariant measure dg on G, there exists a left invariant measure dg on 

G /T  such that if /  is an integrable function on G, then

[  f  (9 ) dg =  f  ^  f ( g j )  dg.
J g  J g/ t  ^

In what follows, we will denote both measures on G  and on G /T  by the same 
symbol, namely dg.

Throughout this thesis, K  will denote a function field in one variable over 
a finite field of constants Fq, q ^  2n. The genus of K  will be denoted by g. 

Let M (K ) denote the set of all places (equivalence classes of absolute values) 
of K .  For v G M (K ) ,  let K v be the completion of K  a t v, Ov be the ring 
of integers in K v, O* be the group of invertible elements in 0„, 7iv be a fixed 

uniformizer of K v, qv be the cardinality of the residue field Ov/ttvOv, and 

| - |„ be the absolute value of K v normalized so th a t \nv\v =  q~l . The ring of 

adeles of K  will be denoted by A; exphcitly, A  =  { x  =  (xv) G Y\.veM{K) : 
x v 6  Kv and xv 6  Ov for all but finitely many v}. T he group of ideles of K  

will be denoted by A*; explicitly, A* =  {x  =  (xv) G '• €
K*  and x v G O* for all but finitely many u}. Endowed with the restricted 
product topology, A  and A* become a locally compact topological ring and 

group, respectively. We denote by | • \x the adelic absolute value on A* given 

b y  \ x \ A  =  n » 6 Af(J0  M v  f o r  x  =  (Xv) e  A *- W e  s e t  A 1 =  {a: G A *  : |a?|A  =  1}.
Let P  be a finite subset of M (K ).  We set A p  =  ITueP ^  Y\.v$p Ov and 

a p =  rit,ep K v n ^ P  °v -  We also define A(0) =  n«€M(AT) ° v  and A*(0) =  

riueAf(iir) Ov-
Let G be a locally compact topological group. A quasicharacter of G is a 

continuous homomorphism of G  into C*. We let Q =  fi(A */K*) denote the 
group of quasicharacters of A */K*, which will be identified with the group of 

quasicharacters of A* th a t are trivial on K*. The principal quasicharacters 
are those given by ws(x) =  |x |A for s G C. For cj G fl, define the symbol S(u)
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as follows:
i f  u{t)  =  i  v t e  A 1

otherwise.

V will denote the 3-dimensional affine space. We let G = Gli x  GI2 ,

following notations will be used to  denote some particular elements of G:

If X  is an algebraic variety and R  is a ring, then we let X r  be the set of 
points of X  with coordinates in R .  If G  is a  group acting on X  on the right, 

we let G \ X  denote the orbit space of this action. For x  e  X ,  the stabilizer 
group of x  will be denoted by Gx and the connected component of the identity 
in Gx will be denoted by G°x.

Other notations will be mentioned as the need arises.

d(t , ti)  =  (t,

R eproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



9

CHAPTER 2

THE SPACE OF BINARY  
QUADRATIC FORMS WITH  
COEFFICIENTS IN A  
FUNCTION FIELD

2.1 Binary Quadratic Forms

Let K  be a  function field in one variable having as constants the finite field 
Fq, where q ^  2n. Let V  be the 3-dimensional affine space. Identify V  with 

the space of b inary quadratic forms by means of the correspondence

x  =  (x l5 Xi , x 3) i— ► Fx(u, v) =  x^u2 +  x 2uv  +  x3n2. (2.1)

Set G =  Gli x  Gl2. Let G  act on V  as follows:

Fg.x (u, v) =  tFx(au +  cu,bu +  dv), (2.2)

(  a b X
for g =  (£, I 1) E G  and x  €  V.  Now Vfc is a  3-dimensional vector space

V C d  J
over K .  Then th is action of G  on V  gives rise to  a  representation

q : G — >Gl(V)  (2.3)
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defined over K .  The kernel of g is the 1-dimensional torus T„ =  {(t 2, ( | )}
V ® * /

lying in the center of G. Set H  =  g(G). Then H  is a closed subgroup of Gl(V). 
For x  G V, denote by P (x)  the discriminant of x  : P (x)  — x \  — 4x±x3. For

) G G, set x(d)  =  t(ad -  be). Then P(g  - x ) =  x(9 )2P (x).

We call x  G V  nonsingular if P(x)  ^  0, and singular if P{x)  =  0. The 
set of all nonsingular forms in V k  will be denoted by V'K . By the splitting 

field of a form x  G V k  we shall mean the splitting field of the  polynomial 
Fx(u, 1) =  x iu 2 -+- x 2u  -f- X3 over K  and will be denoted by K x.

P roposition  2.1 Two n o n s i n g u l a r  f o r m s  i n  Vk a r e  G k - e q u i v a l e n t  ( i . e ,  t h e y  

l i e  i n  t h e  s a m e  G K - o r b i t )  i f  a n d  o n l y  i f  t h e i r  s p l i t t i n g  f i e l d s  o v e r  K  a r e  t h e  

s a m e .

P ro o f : Let x ,y  G V'K be such tha t y  =  g  • x  for some g  G G k-  A s the 
splitting field of y  is K y =  K{yJP{y))  and that of x  is K x =  K (y /P (x ) )  and 

P{y) =  x(y)2P(x), then K y — K x (x(y)  €  K ).  Conversely, suppose x , y  G Vk  
have the same splitting field over K .  If this splitting field is K ,  then x  and 
y  are G^-equivalent to  the form uv  and hence x  and y  are G^-equivalent. 

Suppose this splitting field is quadratic. Write

Fx(u, v) =  xi.u2 -1- x 2uv  -I- x3v2 = x i ( u -(- 9v)(u +  &v)
Fy ( u ,  v ) =  y i u 2 -h  y 2u v  -+- y 3v 2 =  y i { u  -+- o l v )  ( u  4- a ' v )

where 9' and a ’ are the  Galois conjugates of 9 and a, respectively, and K x =  
K{9) and K y =  K {a).  Since the  splitting field of x  and y  is quadratic, then 
x i  7̂  0 and y\ ^  0. Now if K x =  K y, then a  =  a +  b9 for some a, 6 G K .

Suppose first 6 ^ 0 .  Then Fy(u, v) =  Fg.x(u,v), where g =  (^-,

This implies y  =  g  • x  and hence x  and y  he in the same orbit.
Next suppose 6 =  0. Then a  G IT and hence 9 G K  too. So if we put

/  1 0 \
a  = c9 for some c G K*, then Fy(u, v) =  Fg.x(u, v), where g  =  ( I1-, I I ).
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This implies y  — g -x  and hence x  and y lie in the same orbit. This completes 

the proof. ■

C o ro lla ry  2.1 Nonsingular Gfc-orbits are in one-to-one correspondence with 
extensions o f K  o f  degree less than or equal to 2.

Corollary 2.1 is the reason why studying the space of binary quadratic 
forms over K  and the  zeta function associated with it will lead to information 

about the quadratic extensions of K .

2.2 The Stabilizer of a Nonsingular Form

In this section we will describe the stabilizer group Gx of a  nonsingular 

form x z V ' K and the connected component of the identity G°x in Gx. This 

information will be useful to  us in  Chapters 5 and 6 . W ithout loss of generality, 

we assume x  is monic, i.e, x  =  (1, x 2, x3), and consider two cases.
Assume first th a t x  splits over AT. By Proposition 2.1, x  is G/c-equivalent 

to the form uv  and hence Gx is conjugate to Guv. Straightforward calculations 
yield

G „  =  { ((ad )-1, ( °  °  } ),((bc)-l , ( °  b ) ) e G - . a , b , c , d e K * } .  
v  o d )  \ c  0 J

Now Guv is a  closed subgroup of the linear algebraic group G, and hence 

Guv is also an algebraic group. Note that N  =  {((ad)-1 , | J) €  G :

a ,d  € K*}  is a closed subgroup of Guv and the cosets of AT in Guv are N  

and (1, ( ^ ) )N .  Thus AT is a  closed normal subgroup of Guv of index
V l  o  )

2 and hence N  D the connected component of the  identity in Guv. As 
f a  0 \

{I J : a, d €  K *} =  K* x  K*  as groups and varieties and the variety
\  0 d J

K* x K* is connected (irreducible), then IV is an irreducible subset of Guv. 
Thus N  is contained in some connected component of Guv. B ut as the  identity
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is in N, then we m ust have N  C  G°v (every element of Guv belongs to exactly 
one irreducible component). Hence N  =  and \GUV/G ^V\ =  2.

Next we assume x  does not split over K ,  i.e, the  splitting field K x of x  
is a quadratic extension of K .  If we write Fx(u, v ) =  (u + 0v)(u 0'v), then
K x =  K{0) and O' is the Galois conjugate of 0 over K .  Thus we can also write 

Fx(u, v) =  Nfc*/fc(u + 0v),  where N kt/k (*) stands for the  norm function in K x

where a  =  If Fg.x (u, v ) =  Fx [u, v), then on com paring the  coefficient of 
u 2, we get tN Ki/K{a + bG) — 1 and hence a  =  0 or a  — &. Thus we have found 
th a t

As in the splitting case, Gx is algebraic group. To describe Gx, we utilize 

Proposition 2.1. Let K  be an algebraic closure of K .  T hen the two forms

G /^-equivalent and consequently their stablizer groups are conjugate: i.e, there 

exists g E Gr  such th a t G° =  gG°vg~l . Since for h E G°„, we have x{h) =  1, 

then we may describe G° as G° =  {p E Gx : x(d) — 1}- I t turns out that 
G% =  {g E G  : tNfcx/fc{& +  b0) =  1 and a  =  0}. Furtherm ore, |Gx/G°\ = 2

groups defined over K x. Further, since <f> is one-to-one and onto, then we have 
G °(K) = G li(K x) as groups. This in tu rn  implies th a t  G °(K )  is isomorphic 

to the base restriction R k x/ k {GIi) oiGlx  from K x to  K .[  For given Gl\{Kx),

over K. Let us describe Gx. For g =  (t,

Fg.x (u , v) =  tNfcx/fc(a +  b0)NKxfK(u -I- crv)

and a  =  0 or &}.

uv  and Fx(u,v)  =  (u ■+■' 0v)(u  -I- 0'v) both split in  K  and hence they are

since the cosets of G° in  Gx are given by Gx and ( )G°X where

n  = n kx/ k (0).
Consider the map 4> : G °(K )  — > G l\(K x) given by <f>(g) =  a + b0, for

Then 0 is a morphism  of linear algebraic
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we find the base restriction G'(K)  =  R kx/k (GIi ) so that G'(K)  =  G l\(K x) 
as groups. But since <f> implies G °(K )  =  Gl\{Kx) as groups, then we have 
GX{K) = G'{K) =  R kx/ k {GI\).\ For more information about base restric­
tion, see [18] and [25]. We summarize the above discussion in the following 
proposition.

P ro p o s itio n  2.2 Let x  €  V'K. Then
1. \Gx/G%\ — 2.
2. I f  [Kx : K \ =  2, then G°X(K)  =  R Kx/ k (GIl ).
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CHAPTER 3 

THE ADELIC ZETA 
FUNCTION: DEFINITION  
AND CONVERGENCE

3.1 Definition of the Adelic Zeta Function

In this section we will define the adelic zeta function th a t we will work 
with. For this, we first introduce some notations. As in Chapter 2, let A” be a 

function field in one variable w ith field of constants Fq, where q ^  2n . Denote 
by M { K ) the complete set of absolute values defined on K .  For v G M (K ),  
let K v be the completion of K  a t v, Ov be the ring of integers in K v, O* 
be the group of invertible elements in Ov, irv be a  fixed uniformizer of K v, 
qv be the cardinality of the  residue field Ov/ ttvOv, and | • [„ be the  absolute 

value of K v normalized so th a t |7rv|„ =  q~l . Denote by A  and A* the  ring of 
adeles and the group of ideles of K ,  respectively. K  can be identified with a 
discrete subgroup of A  by the diagonal embedding. Let Vx  be the  space of 

binary quadratic forms w ith coefficients in A. Then Vk  is discrete in  Va.. Set 
V'i =  {* e  V'K K] =  2}.

In Chapter 2, we set H  =  g(G) C Gl(V). We adelize H  and so H x  becomes 

a subgroup of Gl(Vx) and  H k  becomes a discrete subgroup of H x-  We observe
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here that V£  is ifR-invariant as any two /T^-equivalent forms have the same 
splitting field.

Let be the space of quasicharacters on A * /K *  , which will be identified 

in a natural way with the space of quasicharacters on A* that are trivial on 
K*. Let S(Va )  be the space of locally constant complex-valued functions with 

compact support defined on Vx- For u f f i  and  /  G <S(Va), define

where dh is a left invariant Haar measure on H x-  This is the adelic zeta 
function associated with the space of binary quadratic forms. O f course, the

this work is to study the convergence and analytic continuation of Z(ui, f ) .

Denote by |- |a  the adelic absolute value on  A* given by |mja =  FLeAfC#) 
for x  =  (x v) G A*. Let A 1 =  { x  G A* : |x |a  =  1}- Then K* C A 1, by the 
product formula. Further, A 1/ K*  is compact. Since A */K* =  A 1/K *  x  Z, 
then every quasicharacter oj on A */K* can be w ritten as a product ujujs, s  G C, 

where u s is the principal quasicharacter, u s (x) — |x[a> and a) is a character 
on A l /K*. In the decomposition cj =  Cjus , s  is unique modulo To
be more precise, the morphism s  — > u s of C  onto the  subgroup of principal 

quasicharacters has kernel We also note th^it while s in the decompo­
sition a; =  uu)s is not unique, 3?(s) is unique. So we set 5ft(u;) =  Ji(s). Thus 

the decomposition uj =  uius implies that fi is isomorphic to the direct product 

of the dual of A l /K *  and C*. Since A l /K *  is compact, and so its dual is 
discrete, we may view Q as a discrete union of copies of C*. So by analytic 

continuation of a function on fi, we shall m ean its analytic continuation on 

each copy of C*. For proofs of the above facts, see [26].

To study the convergence of Z (u ,  / ) ,  we need three things: (i) a  description 
of a Haar measure dh  on H x,  (ii) a description of a  fundamental domain for

(det(h)) ^  f ( h - x )  dh (3.1)

definition makes sense provided the integral converges. Our first objective in

3.2 Description of the Haar Measures
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H k  in H x  or a slightly bigger set th a t contains a fundamental domain, and 
(iii) a  bound for the integrand. We s ta rt first with (i).

To describe a Haar measure on H x ,  we make use of the Iwasawa de­

composition G x  =  JCBx, where /C =  Y\v^m {k ) ^ v, £v  =  Go„, and B x  =
/  a  0 \

{(£, I I ) E Ga}- fC is the maximal compact subgroup of G x-  To prove
\ c  d J

this decomposition, it is enough to prove it locally, i.e, G kv =  fcvBkv for

( a  P \
J) E Gjc„ • 

7  6 J
If =  0, then we are done. So suppose ^  0. If \0\v <  then 8 ^  0 and

l-l < 1  i e -I §\V -Lj £1 —[w <  1, i.e, § E 0„ and we have

If \fi\v > 1̂ 1,,, then | | | v <  1 , i.e, |  E Ov and we have

( 1 ’ (  i  o ) K * ’ ( t  =  * ) ) € B k ’

For uniqueness, suppose «i&i =  /c2&2t where Kt- E K.v and 6t- E B k v- Then 
k ~ xk i  =  b2b±l E K.v n  B k v =  B o v ■ Thus « i  E k 2B o v, i.e, K]_ is unique modulo 

B ov■ Also &1&J1 =  ( M r 1) -1 £  -®o„ implies 6x E B 0vb2 and so 6i is unique 
modulo So„- Thus the decomposition is locally unique modulo \ B o v/•  ( So if 
we write k x =  n2b and &x =  b'b2, b, b' E B ov, then Kibi = K2bb b2, bb' E B ov). 

We also note that every element b of B x  can be w ritten uniquely as

b = d(t, t])n{u)a{r), where d (M i) =  (t, ^  ^  ® ^ ) ,  n(u) =  (1, ^  1 J  ^ ) ,

/  1 0 \
a(r) =  (1, I I ) and u  E A, £, ti, r  E A*. This follows from the following

V° r /
identity:
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The uniqueness part is trivial.
Now we are ready to describe a H aar measure on H x -  Let d u  and d * t  be 

respectively an additive and multiplicative Haar measures on A  and A*. Let 

d H  be a H aar measure on A 1. Normalize d u  and d l t  so th a t

I a / k  du =  1 f x l/Km =  ^

By the Iwasawa decomposition, the m ap p : fC x B x  — ► G a. given by p(/c, b) =  
Kb,  is surjective. We define a Haar measure dg on G x  by setting dg =  d K d b ,  

where d b  is a  Haar measure on B x  and  d/c is a Haar measure on K,  normalized 

so that

f / c d K  =  l .

Since, as we pointed out above, every element b of B x  can be written uniquely 
as b = d(t,ti)n(u)a(r), where u e  A , t , t i , r  €  A*, then it follows th a t the

f a  0 \
map 0 : A* x  A* x A  x A* — ► B x ,  given by <p(t, a, 7 , S) =  (t, j I ), is

V T 8 J
surjective. We define a Haar measure db on B x  by setting db =  d*td*t±dud*T.

At this point we will mention one observation th a t we will use later. 
Note th a t b  can also be written uniquely as 6 =  d ( t , t i ) a ( r ) n ( u ) .  I f  we 

write b  this way, then the measure d b  takes a slightly different form. Since 
a(r)n(u) =  n (u r)a (r), then b  = d ( t ,  t { ] n ( u r ) a { r )  and the measure becomes 

d b  =  \ r \ x d * t d * t i d u d * r .

Finally, since H  =  G /T g, where Tg =  { d { t ^ [ 2 , t { )  6  G}, then we de­

fine a measure d h  on H  by setting dg =  d * t i d h .  Explicitly, if we write 
h =  g ( K d ( t , l ) n ( u ) a ( r ) )  then d h  =  d K d * t d u d * T .  While if we write h  =  
g ( K d ( t ,  l)a(-r)n(u)) then d h  =  \ r \ x d K d * t d u d * r .

We close this section by an observation about the uniqueness of the Iwasawa 
decomposition. When we write g =  K d ( t ,  ti)n(u)a(r)  or g =  K d ( t ,  t{]a{r)n{u), 
then in both cases k  is unique modulo B o v , as we observed above, and t ,  t \ ,  

and t  are unique up to multiplication by A*(0) =  rLeA/(Ar) ^v-  However, u  
is unique up to multiplication by A*(0) followed by a translation by A(0) =  

rLeM(jr) in fche first? while it is unique modulo ^A(0) in the second.
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3.3 Convergence of the Adelic Zeta Function

We start by quoting a result that describes a set th a t contains a funda­

mental domain for H r  in  H x-  Namely, we summarize Lemma 2.1 and  Lemma

2.2 of [1], modified to fit our situation, in the  following lemma:

L em m a 3.1 Every element of H x  is right H[(-equivalent to an element o f the 
set

s  =  Uu Ut,r fi(*n(u)d(f, l)a (r) )

where t  and t  run over a set of representatives of A * /K *A *  (0) in A*, \t \x  < 

q2e, and u runs over a finite set in A . (Here, g  is the genus of K  and  A*(0) =  

U veM m  Ov)-

Next we give a bound for the integrand of Z(u, f ) .

L em m a 3.2 Let h — g(Kn(u)d(t, l)a (r))  £  S .  Then

1. There exists an integer c such that YLx&v£ l /(^  • aj)l = 0  i f  M a  >  Qc-
2. For any h with |t |A <  qc, we have Y h e v K I fQ 1' =  0 ( | t r |^ 3).

P ro o f  : Let h be as in the  lemma. Let x  €  V£. Then

h ■ x  =  g(Kn(u)d(t, l)a (r))  • x  — Kn(u)d(t, l )a ( r )  - x

Now h ■ x  E Supp(f)  iff d(t, l)a (r)  • x  E n (—u ) k ~ 1 o  Supp(f)  C  n{—u)JC o 

Supp(f) .  Let S( f )  =  (Ju n{—u)lC ° Supp(f)  C V \.  As K o  Supp(f)  is compact 

and the number of u*  is finite, then S( f )  is compact.
For x  = (x i,X 2,X3), we have

d (t , l ) a ( r )  • x  =  (te i, t r x 2, t r 2x 3).

Since d(t, l)a ( r )  • x  E S ( f ) ,  then the adelic absolute value of the first and the 

second coordinate of d(t, l ) a ( r )  • x  are bounded, i.e, there exists an  integer 
c >  0 such tha t

m ax(|te i|A, |tex2|A) <  qe.
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Since x  is nonsingular, then x i  and x 2 cannot both simultaneously be zero. 

Since [Kx : K] — 2, then certainly x t ^  0. If x 2 — 0, then the above inequaUty 

reduces to |£|a <  qc- If x 2 ^  0 , then the above inequality implies |£jA <  
|£|a m ax(l, | r |A) <  qc. Thus we have shown if h - x  E Supp(f) , then  |£[a  < q°- 
This proves (1) of th e  lemma.

To prove (2), note first th a t there exists M  > 0 such that \ f(x )\ < M  for 
a l l  x  E  Vx- So we have

T,xevK I /O  ' x )l ^  M \{x  € V K : h - x E  Supp(f)}\
< M \{x  €  VK : d(t, l ) a ( r )  • x  E  S( f ) } \

Since S( f )  is compact, then there is a  E  A* such th a t S ( f )  C  (aA (0 ))3, where 

A-(0) =  riueAf(iC) ®v' we need to find a boimd for the cardinality of the set

R  =  {x  €  Vk  d(t, l)a ( r )  • x  E  (aA (0))3}.

But x  E  R  iff x i  E  £- 1aA (0), x2 E  £- l r -LaA (0), and x 3 E  t~ xT~2<xA(0). 
We estimate the num ber of such x * . By Riemann-Roch theorem, see [14], we 

deduce \K  n  /3A(0)| =  0 (m ax (l, |/3|A)) for any /3 E  A*. Thus the  nrnnber of 
x\s, i =  1,2,3, are respectively 0 (m ax (|t-1 |A, 1)), 0(m ax(|£- I r - I |A, 1)), and 

0 (m ax (|t- 1T-2 |A, 1)). Note th a t |o:[A is constant. But 0(m ax(|£-L|A, 1)) =  

0 ( |t~ 1|Am ax(l, |£[a)) =  0 ( |* - l |A), since |t |A <  q°. Similarly we have 
0 (max(|£_1r _1|A, 1)) =  O d f V " 1^ )  and 0 (max(|*- 1r - 2|A, 1)) =  0 (|£- 1t - 2|a ). 
This implies the cardinality of R  is 0 ( |£ r |^ 3) and hence the lemma follows. ■  

We are now ready to state and prove the main theorem of this chapter.

T heorem  3.1 The integral defining Z(cj , f )  converges absolutely and locally 

uniformly in u  for R(ui) > 1. Thus Z (u , f )  is analytic in the region R(co) >  1 .

P ro o f : Let u  =  Qujs and R(s)  =  <r. Then for h =  g(Kd(t, l)n (u)a(r)),  we 
have

IZ (u ,  f )| <  SHaJHk \u(det(h))\ E xev" I /O  -x ) \dh  

< I s  u*(det{h)) £ x6V™ I /O  * *)l dh  

^  $3|t|A<tf= 5Z|r|A<fl2« I ^ I a I ^ A
= E | tlA<9. i d r 3 E MA<,2« k i r 3
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Here we have used the fact that the number of u s is finite and that f K dtz =  1. 
Also t  and r  rim over a complete set of representatives of A*/A"*A*(0). 

Since the set {t  G A*/K*A*(<d) : |£ |a  =  Q~n} is finite, its cardinality is 
|A 1/AT*A*(0)|, say N ,  then we have

E |+|3<r-3  Y ' 3 — /V2 V ° °  ^ -n ( 3<r-3) V^°o -m (3a - 3)ItlÂ g* ICIa 2̂ |t|a<92* lrlA ~  2^n=-c*7 Z-m=-2g 9
and both series converge absolutely and locally uniformly for cr >  1. The 

theorem now follows. ■

3.4 Z - ( u , f )  and Z+(w, f )

For analytic continuation purposes, we make some definitions. Set

and

Set

and

Define

HZ = { h e H x : \ d e t { h ) U < i y ,  

H £  = { h e H x : \det(h)\A > !}•

A _(fi) =  <

A +(h) =

1 If \det(h)\&. <  1
\  If \det(h)\A =  l  ,

0 If |det(h)|A >  1

0 If \det{h) |a  <  1
± If \det{h)\x  =  l  .

1 If \det(h)\x > 1

Z - ( u , f )  =  f  u(det(h))X-(h) fQ 1' x ) dh,
J hk/hk x€V„

Z+(cj, f ) — [  u (de t(h )) \+(h) f ( h  • x) dh.
J H a  IH k -

(3.2)

(3.3)

P ro p o s itio n  3.1 Z+(u, f )  is an entire function ofuj. Further, it is a polyno­
mial in qs, u  = uiuis.
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P r o o f  : Let S + =  {h  G S  : \det(h)\x > 1}. Then «S+ contains a fundamental 

domain of H k  in H £ .  Let c be the constant found in  Lemma 3.2. Set «S+ (c) =  
{h  G 5 + : |i(/i)|A <  qc}. Then the integral Z +( u , f ) is an integral over a

subset of <S+ (c). We describe S + (c) and show th a t i t  is compact. Observe

th a t «S+(c) =  Uu Ut ,T  g(Kn(u)d(t , l)a (r)) , where the  number of u s is finite, 
t  and r  run over a  complete set of representatives of A*/K *  A* (0) such tha t 

[ « [ a  <  qc and |r |A <  q2s, and \det{h)\x — |ri"|A >  1. The inequality | t r |^  >  1 
imphes

1. |t |^  >  | r |^3 >  q~6e and hence q~2e <  |a  <  qc> and

2. |r |^  >  |t |^3 >  q~3c and hence q~° < |r |A  <  q2e

This shows th a t the num ber of t's and r  * is finite, and  hence S +(c) is compact. 

So we have

\ Z +(cj, f )| <  fs+(c-) uj<r(det(h)) I f Q 1 ~ x ) \ d h

Î Ia" 3 5Z<?-c<|t|a<92* M a  

Since the two sums on the  right are finite, they converge absolutely and locally 

uniformly for all cr. Thus Z +(u, f )  is entire.

Let H I  = { h €  H a. :  \det(h)U =  9n}- Then H X  =  U ~ 0#a.- Also for 
h G H ^, ui{det{h)) =  u ( d e t ( h ) ) \ d e t { h ) =  qnsu(det(h)). So we may write

Z+(u, f )  =  \  I h^ / hk u{det(h)) f ( h  * x ) dh

+  Y ^ L i  qns f i i i /H K &(det(h)) £ xeV-  f ( h ' x ) dh

Let «Sn =  {h  G S  : \det(h)\x  =  qn}- Then <S" contains a fundamental domain 
of H k  in H \ .  Again for c as above, let <S"(c) =  {h  G S ’1 : |i(/i)|A <  qc}- 
Then each integral over H \ / H k  is an integral over a  subset of «S"(c). As 

above, it is easy to  show th a t for /i G 5"(c), we have q f~ 2* <  |£(/i)|a <  qc and 

qz~c <  |t ( /i) |a  <  q2*- So the number of t's and r a is finite and hence ^ ( c )  

is compact. Observe also th a t S + =  anc  ̂ <S+ (c) =  LX'Lo'^fc)- By
the finiteness of the  number of t s and r 's in <S+ (c) and «S” (c), it follows that 

<S+ (c) =  U^Lo (c) j a  finite union. Thus the above sum  is in fact finite. As
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above, each of the integrals converges absolutely and hence converges. Also 
each integral is independent of s. This completes the  proof of the proposition. 
■

R e m a rk  3.1 1. A s  Z —( u , f )  is dominated by Z ( w , f ) ,  then Z_(cj, / )  con­
verges absolutely and locally uniformly for  9?(u/) > 1, and hence it is analytic 

in this region.
2. We also note that Z (a j , f )  =  Z+( u , f )  +  Z - ( o j , f ) .

R eproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



23

CHAPTER 4

THE ADELIC ZETA 
FUNCTION: ANALYTIC 
CONTINUATION AND  
FUNCTIONAL EQUATION

4.1 Poisson Summation Formula

Our goal in this chapter is to obtain the analytic continuation and the func­
tional equation of Z(u ,  / ) .  To achieve this, we first use the Poisson summation 
formula.

Let ip : A  — > C* be a  nontrivial additive character of A  which is trivial on 
K .  Identify A  with its dual by means of the correspondence y  — ► ipy, where 

ipy(x) =  ip(xy). Under this identification, K  becomes self-dual.

Define a symmetric bilinear form [*, *] on Vx by

[x, y] =  x xyz -  \ x 2V2 +  z 3J/i.

Identify Va with its dual by means of the correspondence y  — > ipy, where 
ipy(x) =  ip([x, y]). Again, Vk  is self-dual under this identification. We remark
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here that the bilinear form [*, *] is chosen so th a t [x, y\ =  [g - x, g1 -y], where 

9

For an additive self-dual Haar measure dy on Va, we take dy = dyidy2dy3, 
where dyi is the additive normalized Haar measure on A  given in Chapter 3. 

For /  6  <S(Va), the Fourier transform /  of /  is defined by

CIC IrLULb IUC UUiUCai lUliU IS LUUOCU OKJ UXXCkit

=  (f, ( “ J . ) ) -

f i x ) =  f VjL /(y )tf  ([*. 2/]) dv-

It follows th a t /  €  cS(Va) and /  =  / -  Applying the Poisson summation 

formula to the lattice Vk  yields

23 /(*) = 23 /(*) (4-i)
xeVK x€Vjc

For our purposes, we use a different version of the Poisson summation formula 
from that given by equation (4.1). Let h =  g{g). Set fa(x)  =  f ( h  - x) and
h! =  g(g'). It is easy to  show that fa =  \det(h)\Jj} far. W ith  this, equation

(4.1) becomes

5 3  /(/* ■ * ) = w_i(<fet(ft)) £  ^  • *) <4-2)
x€Vic x^Vfc

Let 5ft- =  Vk  — V£. By Remark (3.1), we have

Z ( u , f ) = Z +{ u , f )  + Z - { u , f )

Let us apply equation (4.2) to the sum in Z_(a/, / ) :

Z_(w, / )  =  u(det(h))\_{h)  ^ e v "  / ( *  ’x )

=  ZflA/fl*- a,(det(/l))A- ( /i)[ExeKk f ( h ‘ ”  E x e s*  f ( h * X)1 
=  $ h k / h k  w { d e t { h ) ) \ - { h ) [ u - i ( d e t ( h ) )  E x e v *  / ( & '  • * )

“  E x e s*  / ( ^  * * )]rf/l
=  i/rA/ff* A-  (h)a; (det(/i) )a/_! (det(h)) E xev" / ( ^  ’ x ) 
+ u (d e t(h )) \-{h )  ^2xeSfC[uj-i(det(h))f(h' • x)  — / ( h  • x)] dh

Now consider the integral

I h^/Hk *-(h)w(det{h))u-i(det(h))  E)xev" H h> ‘ x ) dh
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Making the change of variable h — >- h', we get dh  — >• dh’ = dh . Since

then \det(h')\x > 1- So the last integral reduces to

/» * /* « ■  K ( h > ~ l ( < < e m ) u i W e t ( h ' ) )  ' £ x & .  K h '  ■ x )  d h '

which is nothing b u t Z +(u>iat~L, / ) .  We summarize all of this in the following 

proposition.

P ro p o s it io n  4 .1  We have

Z (u ,  f )  =  Z+(u, f )  4- Z + fa u j- 1, / )  +  I ( uj, f ) ,

where

f )  = JHa /Hk uj(det(h))X^{h) T,xeSJ -U}- ^ de t^ ^ h' ' ~  f ( h  ' *)]dh

We note th a t by Theorem 3.1 and Proposition 3.1, it follows that I(ui, f )  
converges absolutely and locally uniformly in the  region R(u?) >  1. Further, 

since Z+(u;,f)  and  Z +(ojiw~1, f )  are entire functions of u ,  then finding the 

analytic continuation of Z (uj, f ) amounts to  finding the analytic continuation 

of I ( u , f ) .  For this, we first describe the set S r .
Every element of Sic is ifjc-equivalent to  one of the  following forms: 0, v2, 

uv. We describe the  stabilizers of the sets Uaeir* a ) an<̂  Uaei<r* (0> a > ^)-

Let x  = (x i,X 2 , £3) and  g =  (£,

Fx(u , v) if and only if

x i  =  t(a2Xi -4- abx2 -I- b2x 3),
x2 =  t(2acxi +  (ad +  bc)x2 +  2 bdx3),
£3  =  t(c?x 1 + cdx 2 +  d?x 3).

If £  =  (0,0, £3) ,  £3 ^  0, then g - x  has the same form as £ if and only if 6 =  0. 

So the set stabilizer of (Jaeic* a) *s If £  =  (0, £2, 0), x2 ^  0, then 
g ■ x  has the same form as £  if and only if either a — d  =  0 or 6 =  c =  0. Let

a 6 Y r •
c d ) ) l t l

is easy to  show that Fg.x (u, v ) =

j ) h ,  then det(h') =  det(h) L. So if |det(h)\x < 1,
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T k  — {g £  G k  : g =  (t, :  . )}. Then the group Tk  generated by Tk  and
'■(::)»■ 

‘■COthe involution i  — (1, [ l  o )  ) is the set stabilizer of the set IJaeAT* a> ®)*

We also note that, by definition of the action of H  on V , if h =  g(g) for 
some g E G, then h  * x  =  x  if and only if g • x  =  x. We summarize the above 
discussion in the following proposition.

P ro p o s itio n  4.2 We have S k  =  U?=o Sic, where
1. s °  =  {0 }

2 -  S K  =  1 1 , 6 H k / S k  U . 6 K -  T  • ( 0 .  ° .  < *). w h e T e  B k  =  e ( B K )

3. S 2k  =  [jyeaK/rK Uae*:* T ' (°> a > °)» where Tk  is the subgroup generated by 

q(Tk ) and g(i) =  g(( 1, ^ )

Proposition 4.2 hints th a t to  analytically continue /(u /,/ ) ,  we first break 

up the sum in I (cj, f )  into sums over each sic  and then analytically continue 

each resulting integral. Unfortunately, the resulting integrals do not converge. 

To remedy this problem, we use Shintani’s idea of introducing an Eisenstein 
series to make each integral of the sum over S'K converge. So our next task 
is to describe the Eisenstein series introduced by Shintani and show how to 
use it to recover the convergence we want. This will be done in the next two 
sections.

Later in this chapter we will need to integrate over H x / B k ,  H x /q (T k ) ,  and 

H x / T k ■ Such integrals are given explicitly as follows: For f i  €. L 1 (Hx / B k ) 

and f 2 € L l( H x / q(Tk )),  we have

I f i ( h ) d h =  [  [  [  f  fi(Kd(t, l)a (r)n (u ))  \r\xdKd*td*Tdu,
J k  J x ' /K- JX-/K* Jx /K

[ f2(h) d h =  f f f f f 2(nd(t, l)a(r)n(u)) \r\xdKd*td*Tdu.
J ha /q{tk) Jk  Jk ' / k • Ja ' /K’ Jx

_
For the integral over H x /T k > we first describe G x /T k -  For u =  (uv) €  A, 

define a(u) =  FLeA^/c) SUP(L  |w„|v). Then for g =  nd(t, 1 )n(u)a(r) €  G x ,  we
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have |t(<7i)[a  =  <x(u)2'\'t'(g)\'x • To prove this, we need to find the Iwasawa 
decomposition of gi. Note th a t a ( r ) i  = i d ( l ,  r)a{r~x) and n ( u ) i  =  i n ( u ) 1, 

where n^u)1 is the transpose of n ( u ) .  Then we get gi  =  K d ( t , l ) n ( u ) a ( r ) i  =  

Kd(tr, where k — n i .  If u G A(0), then n i u ) 1 G 1C and hence
gi = k"d(tr, l ) a ( r -1), where k" — kti/ v,)1. This implies th a t oc(u) =  1 

and r(gi) =  r(g)~l . If u  £  A (0), then there is a finite subset P  of M (K )

( 1 u \such that uv £  Ov if and only if v G P. Write n (u Y  =  (I, I I ) =

n^AftioC1’  ̂q T)  )* i f v then ( o U\ )  ^ G ^  K v e  P ’ then

(1, ^  Uv =  (I, ^  ^ ^  ^ )(1 j ^  U%1 ^ ) -  In this decompsition,

the first factor lies in 1CV, and the r —part of the second factor (in its local 
Iwasawa decomposition) is -^ r — u2. Thus r(gi) = w r(g)~x, where w =  (wv)Uv
and wv =  u2 if v G P  and 1 otherwise. Since |u/[A =  a (u )2, the result follows.

Since | t ( ^ ) |a |t (p ) |a  =  oc(u)2, then either |r (^ ) |A <  <*(u) or \r(gi)\A < 
a(u). Set F  =  {g =  nd(t, l)n(u)a(r)  G G x  : |r (5 ) |A <  ck(m)}. Then F i  =

{9 €  G \  : [r(^)|A >  a(u )} . Note tha t GA =  F \ J F i  and  F f ) F i  =  { g €  G \  : 

|t ( ^ ) |a  =  Q:(w)}- Set F* =  {g =  Kd(t,l)n(u)a(r) G G x  ' K 0 ) |a  <* <*(w)}; 
more precisely, F* consists of all elements g G G x  such tha t [r(^)|A <  a(u) 
and ” half’ the elements in F  P| F i.  (For our purposes, we really only need half 

the measure of F f )F z .)  Thus F* /T k  is a fundamental domain of Tr- in Gx- 

So for any /  G L l (Hx /T k ), we have

f f ( h )  d h =  f f f f  f ( g ( K d ( t ,  l)n (u )a (r))  d/ceTft/utfV.
J ha./Tk Jk. JAm/K m JA.JA.'fK',\T\K<'a(u)

4.2 Shintani’s Eisenstein Series

In this section we collect the basic properties of Eisenstein series tha t are 
relevant to our work. We first define the Eisenstein series as given in [1] as

E(g, z) =  E 76gk/bk K 0 7 )Ia '
__1
2  2
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for g 6  G x  and 2 €  C. E (g, z) converges absolutely and locally uniformly for 
3%.(z) > 1, and it is a rational function in qz . Note th a t E(g, z) is invariant 

under multiplication by K Z (G )  on the left and by G k  on the right (Z(G) is 

the center of G). Also the  summand is right 5^-invarian t, so the sum over 
G k / B k is well-defined. For our purposes, we modify E(g, z). Let h =  g(g) 
for some g €  Gx- Define r{h) =  r(g). This definition is well-defined since 
Ker(g)  c  Z{G). We define

E ( h , z ) =  Y .  ( “ - 3 )
k/Bk

Note that essentially E (h , z) =  E(g, z). So E(h, z) converges absolutely and 
locally uniformly for %l(z) > 1.

Write h =  p(/cd(£, l)a (r)n (u )) .  Since E (h ,z )  is right /f^-invariant, then 
in particular E(hg(n(a)), z) =  E { h ,z ), i.e, E(g(Kd(t, l)a (r)n(u  +  a)), z) =  

E{g{izd{t, l)a(r)ri(u )), z)  for all a E K .  So thinking of E (h , z) as a function of

u, we see that it is invariant under the map u — >• u  -I- a for all a E K .  Thus
E{h, z) has a Fourier expansion:

E(h, z )  = Cq(t, z ) +  ^  Ca(r, z )^ (au ) (4.4)
aeK'

For the properties of this Fourier expansion, we quote Proposition 3.2 of 
[1] in the following lemma.

L em m a 4.1 For E{h , z ) given in (3.4), we have
1. Cq(t , z) =  | t |a 2 2 -t- \t \x  where Ck (z) is the Dedekind zeta
function of the field K .

2. Let [r] =  YLveM(K) {°r(^v ( t )  )v denote the divisor o f r  and let [ip\ stand for  
the canonical divisor associated with the character ip. Then Ca(r , z) =  0 for  
all a ^  L{[iP] — [t\), the linear system of the divisor [ip\ — [r]. I f  a 6  L(fip] — [r]), 
a ^  0, then
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where Pa{r,z) is a polynomial in q z. In particular, Ca( r , z ) is a holomorphic 
function o f q~z in the half-plane 9?(z) >  —

Let 0  be an entire function on C such th a t for any Ci, c2 G R  and any
N >  0,

SUP Cl<»(u,)<c2( l  +  <  OO.

The Smoothed Eisenstein series of Shintani [20] is defined by

£(w,<ft,h) =  E ^h ' Z>j <f>(z) dz. (4.5)
27TI J »(z)=x0>l < i 0<3e(uj) ^  %

Here the orientation of the contour 9?(z) =  xq is taken from xq —ioo to ar0+ioo. 

Like E(h, z), £{w, <ft, h) has a Fourier expansion

S (w , <f>,h) = '^2 Ca(w, (ft, T)ift{au) (4.6)
a €K

where

Ca(w,(f>,r) =  - i- :  f - a-̂ ---(f>(z) dz. (4.7)
271-2 J i < 3t(z)=x0<3t(w) w  — Z

It follows from Lemma 4.1 tha t for all but finitely m any a s, Ca{w,(ft,r) =  0 
and for a ^  0, Ca(w, (ft, r)  is an analytic function of w in the  region ?R.(w) > — 
Set

_1 
2

— <ft(z) dz +  Ca(w, (ft, T)ift(au).
z  a e K -

(4.8)
We summarize the properties of £(w, <f>, h) in the following lemma.

L em m a 4.2 We have
1. £{w,(ft,h) is an analytic function o fw  in the half-plane ?R.(w) > 1

2. For h £  S ,  £{w,<ft,h) = 0(\T{h)\~^*^).
3. lim ^ -n tl -  q1~w)£(w, <f>, h) =  < f t ( l w h e r e  R esqCk  =  lim^-nQ. -  
ql~w)(̂ K(w). The limit converges uniformly in h, h  E «S“ .

4- For any F  E L ^ H ^ / H k ),

£ > ,  0 , h )  =  i  f
27rz J vK 9l(z)=xo <3t(w) w ~
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l t a w ( l  -  «1~ )  F(h)S{w , A) dh =  f B- /BK F(A) dh

5. £"(w, <f>, h) is an analytic function o fw  in the region $l(w) >  — Moreover, 

for all h  G H x  and w with 9fc(u/) >  0 ,

£ " (w ,d > ,h )= 0 (H h ) \X 2).

P r o o f  : The first four statem ents form the content of Lemma 3.2 of [1]. The 

last statement follows by first explicitly evaluating Ca(r ,z ) ,  a  #  0, of the 

previous lemma and then applying the Riemann-Roch theorem. ■

4.3 The Integral /(cj, /; w, (f>)

Recall the integral I(cu, f )  of Proposition 4.1 in Section 4.1. We pointed 
out in that section tha t the analytic continuation of Z (u , f )  is equivalent to 

to the analytic continuation of I(u>,f). Due to the structure of the set S k , 
see Proposition 4.2, we pointed out th a t to analytically continue /(a;, / ) ,  it is 
natural first to decompose I ( u , f )  into a sum of three similar integrals each 
over S lK, i =  0,1,2, and then analytically continue each resulting integral. 
But unfortunately, each of the resulting integrals does not converge. And this 
is what brought us to Shintani’s Eisenstein series in the previous section. In 

this section we show how we can use Shintani’s Eisenstein series to recover the 

convergence of the integrals over S XK for i  =  0 ,1, 2.
Let S ~  =  S  n  H ^.  Let I (S ~ )  be the space of functions defined on S~. 

Define a  seminorm on I (S ~ )  as follows: For F  €  I(S~ ) ,

A W f ) = I s -  dh.

Set I (S ~ ,a ,a )  =  {F  €  I (S ~ )  : N aa(F) < oo}. Then we have the following 
lemma:

L em m a  4.3 I f f  G <S(Va), then both ^ZxeVfC f{h-x) and u ^{d e t{h ))  ^2xeVk f(h '-  
x ) are in I (S ~ , a, a) for any a  > 1 and a  > 0.
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P r o o f  : In the proof of Lemma 3.2(2), we have found th a t for any h €  «S,

I • ®)| c  m a x ( |t |x \  1) maxdtrfX1, 1) m axfltr^X 1, 1). (4.9)
i  €VK

But for h G S~ ,  we have \det(h) |a  =  IH a  ^  i-e> I H a  <  1- So we get 

m a x ( |£ r |x \1) =  ItrlX1 and  m axd tr^X 1, 1) =  [tr2^ 1 m ax(l, Itr2^ )  <S: |t r 2\~£, 
as we also have |t [ a  <  q2g for h e  S~ .  Thus we get the  following bound

Exevk I / O  - *)l «  maxdtlX1, 1) I H a  M a  •

W ith  h =  g(Kd(t, l )a (r )n (u )) , this bound implies

AU(Y2  /o• x ))   ̂f M a  m a x (l* lA >  1)1^1 A2 H a T-
x & V K  • ' | * t | a < 1 , | t | a < « 2*

We break up this integral into two integrals: the first is over \ tr \x  <  1, M a  <  

q2g, 01a < 1; and the second is over |£ t|a  <  1, M |a <  q2g, |*|a >  1- The 
first integral is dominated by

[  IM a  ~3M a+1 d*td*T =  £ ?"n(3<r- 3) j r  g_m(3<r+Q_2)
“  M A < 9 2 * ) | t | A < l  n = 0  m = —2 g

which converges provided cr > 1 and 3<r +  or >  2.

The second integral is equal to

f f \ t r \ T M X < f r d^ir = £  <Tm“)
^ I ‘ t I a < 1  - ' M a < I M a  7 1 = 0  771=71

°° n ~ na 1 1
=  V  a -n^ a~2) — _____= ___-_________ -______Z-*y 1 _  n~ a 1 —  Q~a 1 —  g-(.3a+a-2)

7 1 = 0  1 1

provided a  >  0 and 3<x 4- cr >  2. This proves the lemma for ]C*ev>c / 0  ' M-
For the second part of the lemma, note that, as in (4.9), we also have

( h ' e S )

Exev,c I /O ' •* )!«£  m axd^lx1, 1) max(|t,r / |X1, 1) m axd tV ^X 1, 1).

Since det(h') =  (de t(h ))~ \  then M M a =  I H a 1- Since |tr |A  <  1, then 
maxfltVIX1, 1) =  1. Also since r(h)  =  r(h'), then r  =  t \  So |tV [A  =  IMa* 
implies MX1 =  M 2|a  <  q2g and ItV^IX1 =  |£|a- All th is yield the bound
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E ievic I f W  • *)l «  m ax(|t|A, 1)

So with h =  g(Kd(t, l)a (r)n(u)), this bound implies

N aa(w-l (det(h)) J Z  f(h '-x ))  f  |£r |^ -3  max(|*|A, 1)|t[£+16PM V
xeVK ltrlA<l,|r|A<92*

=  [  | t r |3/ - 3| r | r 1rf* td * r+ / |t i - |3 r V lX < ra V
■/ l‘T|A<l,|-r|A<92*,|t|A<l •/|«r|A<l,|r|A<92*,|t|A>l

But these integrals are exactly the ones we considered in the proof of the first 
part of the lemma. So the proof of the lemma is complete. ■

Now Lemma 4.3 and Lemma 4.2(2) imply

u(det(h)) f { h  • x)£(w, <j>, h) €  L \ H ^ / H k ) (4.10)
xeSfc

and

uj(det(h))u}-i(det(h)) f{h '  • x)£(w, <j>, h) e  L x{HJ^/Hk )- (4-11)
ie s A

provided 3t(a;) >  1 and ?ft(w) > 1 .
Set

I(u,f;w,<t>) (4.12)

=  f  u{de t(h )) \-{h )  ^  [u}-i(det(h))f(h! - x) — f { h  • x)]£(w, <f>, h) dh
J H a / H k  x € S k

Then by (4.10) and (4.11), I ( uj, is well-defined provided 3f?(u;) > 1

and SR(tu) > 1. We may thus write

/(w , / ;  w, <{>) =  Y%=o P iu ,  / ;  w, <f>)

where

r ( u , f ; w , 4 )  (4.13)

= f cj(det(h))X—(h) [u!-i(det(h))f(h' • x) — f ( h  • x)]£(w, <j>, h) dh
J h^ hk xes<K

and again, by (4.10) and (4.11), each P (uj, / ;  w, <f>) is well-defined provided 
9£(cj) >  1 and ?R(w) > 1.
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We point out here th a t by Lemma 4.2(4), we have

lim (l -  ql~w)I{0J, f ; w ,  <f>) =  I{u, / ) .
tu -v l Qk W

Since we are interested in computing Iimu,_>.i(l — ql~w)I(u , f ; w, (f>), we intro­

duce the following notation:

N o ta tio n  4 .1  For two meromorphic functions f ( w ) and g(w), we say f{w) 

is equivalent to g(w), denoted

f(w )  ~  g(w),

i f  f(w ) — g(w) is analytic in a region <J\ < 3£(u/) <  <72 for some <7\ and <r2 

satisfying <7i <  1 <  <72-

The objective of the following three sections is to evaluate / ;  w, <t>), 
for i =  0, 1, 2. Before we sta rt the computation, we give one more definition. 

For oj G Q, define the symbols rf(u) and 6(u>) by

. . . .  If oo(t) =  1 Vt €  A*(0)
V(“ ) =  { _ . .otherwise;

w = ( 1 “  = 1
( 0 otherwise.

=  1 Vt €  A i

Since A*(0) C  A 1, then t](uj)5(uj) =  5(u/).

4.4 Evaluation of 7°(a;, /; w, (j>)

P ro p o s itio n  4 .3  We have

-V.

P ro o f  : We first consider the integral

! h k / h k  u(det(h ))\_ (h )f(Q )£  ( w ,  <f>,h) dh  =

R eproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



34

$ha /hk w (det(h))A -(h)f(0)  2̂ - f i <3i(z)=xo<9t(w) Kf Z -z  "
dzdh

(4.14)

As u  is trivial on K*, we have u(det(7 )) =  1 for all 7  G H k - Also by absolute 
convergence of (4.14), integral (4.14) reduces to

2 2

f Ku 3(det(K))dK f A /K f(0 )d u  f  f  v 3(tr) f XCz)=X0
Jat/K* J A? IK-

£  [  u , ( d e t ( h ) ) X - ( h ) m ^  [  | T ( '  <t>(z) dzdh
i e n K/BK • / i< » (r )= x 0< » (tt,) « / - z

As is a subgroup of H k ,  we have H k  =  L I t ^ j  a  coset decomposition. 
Let F  be a fundam ental domain for H k  in H ^;  so =  F H k-  This gives 

h a  = (.UyeHfc/BK f 7 )B k-  Thus \J-yeHK/BK is a  fundam ental domain for 
B k  in H ^ .  So the last integral becomes

_ r . _  1

f  ui(det(h))A_(/i)/ ( 0 ) -^-r f ^ W La. ($>{z)dzdh
JHa /Bk  2™  7 i< » ( r ) = x 0<»(ti;) w  ~  z

W ith h — g(Kd(t, 1 )a(r)n(u)), dh = \r\xdKd*tdud*T and det(h) =  (de£(/c) t r ) 3. 

So the last integral reduces to

•//r* J a -/K’

dz d*td*T
(4.15)

where <* signifies th a t when equality is satisfied, we m ultiply the integral by 
the factor of | .  Making the change of variable t  — > integral (4.15) becomes

£+i
77(o;3)/(0 ) f  u 3(t)<Tt [  : f   0 (z)dzd*r

•/A*/K'*.Ma<*1 JA-/K- Z-Kl J  i<5i(z)=xo<SJ(u;) W ~ Z
(4.16)

Now the first integral in (4.16) equals (|7t|a =  9)

1 1  A1 /K- + E n = lfA i /K -Uj3(7r~nt) d lt
= W"*) + W  dl*
=  i ^ 3) + ^ 3) E * =i 9 - 3ns
=  J(a;3 ) (_ i  +  _ J ^ )
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Also since 5 ( oj3 ) t} ( u >3 )  =  8 ( u 3 ) ,  then. (4.16) becomes

^(a,3) /(0 )(—2 ■+■ 1- 9-33 J[(/a-/K- ■*" f l < X ( z ) = x 0<X(w) w - z  ^ (Z)
dz) d*r\

~  ( 4 *1 7 )  
where A -  =  { r  e  A* : | t | a  <  1} and A + =  { r  €  A* : [t|a. > 1}.

Next we consider the integrals over A ~ /K *  and A + /K *  in (4.17) sepa­
rately. The integral over A ~ /K *  in (4.17) equals

f2m J k

q nC 2+2̂
-<f>(z) dz

^ 5  J l < X ( z ) = x 0 <X(w) w  ~~ Z

But the integral in the above sum  is entire and it is of order 0(q~nTn) for any 
m  > Just shift the contour of integration to the left to 3fi(ar) =  —a  =  

1 — 2m <  0. This implies the above sum is an entire function of w and hence 

we can disregard its contribution to 7°(a/, / ;  w, 4>).
For the integral over A.+/K* in (4.17), it equals

h  a .

qn( 2+ 2^
------------ <t>(z) dz

l<ft(»=x0<K(tu) W — Z

By shifting the contour of integration to the right to  %t(z) =  a  > 3?(iu), the 
integral in the above sum equals

i r  ( l—2)
4-  —  /  — ------------ -<f>(z) dz

27U Jst(z)=a>X{w) W ~  Z

So the integral over A.+/K *  equals
(Hfi) ^  x .  »(1_r)

1 — q ( * * ~ i  %Tl Jx(z)=a>x(w) w ~  z

But the complex integral in the above sum is entire and it is of order 0(q~nm) 
for any m  >  0. Hence the above series is an  entire function of w and so 
its contribution to  f;w,<j>) can be disregarded. Combining the above 
calculations gives

Jhk/hk u (d e t(h ) ) \ - (h ) f (0 )S (w , <f>, h) dh ~  5{u3)4>{w) / ( 0) ^  ̂ £17

(“ I  +1=5=3=")
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Similarly, we get

I ha / hk u (de t(h ))u - i(de t(h )) \- (h ) f(0 )£ (w , <f>, h) dh ~  5(u3)<f>(w)f(0)

In this section we compute f',w, 4>). But first, following W right [27], 
we introduce a certain distribution that will come up in the course of comput­

ing / l (w, f ;w ,  <f>).

Since 1C is compact, then M ul( f )  £  <S(VX.) . The following lemma states some 

of the properties of Mw( /) ,  see [27].

L em m a 4.4  For f  £  c>(Va) and u  £  Cl, we have

1. M M )  =  M M )
2. For any k £  AC, we have Mui( / ) ( k • x) =  u ~ l (det(K))M w(/)

3. M J M M ) )  =  M M )  

4- M M )  =  M Q( f )

Because of Lemma 4.4(1), when u  =  1, we write M ( f )  for MUJ( f) .
We also need to recall T ate’s zeta functin, first introduced by Tate in his 

thesis [23]. For F  £  «S(A), cj £  Cl, Tate’s zeta function is defined by

We collect its basic properties in  the following lemma. For proofs, see [23] or

This completes the proof of the  proposition. ■

4.5 Evaluation of ^(o;, /; w, </>)

For /  £  S(Vx)  and u  £  Cl, define M M )  by

[26].
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L em m a 4.5 Q(uj, F ) satisfies the following
1. F) converges absolutely and locally uniformly fo r  3£(u;) >  1.
2. £(o;, F) can be analytically continued to a meromorphic function defined on 

all of Cl. Further, it satisfies the functional equation Q(u,F) =  C(u7io/_ , F), 
where F  is the Fourier transform o f F.
3. £(u>,F) is analytic everywhere in Cl except for simple poles at u j q  and uii 
with respective residues and

For /  g  S(Va) ,  define T v(f)  e  5(A ) by 1\ ( f ) ( t )  =  / (0 ,0 , t). Define

E l ( z , u , f ) = a ^ , T l ( M M ) ) ) =  [  \t\%Ti(Mu ( f) )( t )  (Ft
J  A*

When Co =  1, we write £ i  (z, / )  for £ i  (z, co, f ) .  Lemma 4.5 implies the following 

proposition.

P ro p o s itio n  4 .4  £ i(z , u ; , / )  satisfies the following
1. £ i (z,co,f) converges absolutely and locally uniformly for  3?(z) >  1, for all 

cj €  Cl and f  G S(V a) .
2. E i ( z ,u ) ,f)  has a meromorphic continuation to all o f  C. Further, it is 

analytic everywhere in C except for simple poles at z  =  0 and z  = 1, with re­
spective residues and — , whereTi(M u (f))(0)  =  f{0i)5{u>),
and 2 \ (M ^ ( f ) ) (0) =  f x  M u ( f ) (0 ,0, t) dt

Now we are ready to sta te  the main result of this section.

P ro p o s itio n  4.5

I l (u,f;w,(()) ~  5(co3) jql - 8(f>(w)
r SiC3# . / )  _  S i ( ^ , / )  ,
n -g -c 3+^+i) 2 2 J

P ro o f  : We first consider the  integral

f  u (d e t(h )) \- (h )  f(h-x)S(w,<f>, h )d h  (4.18)
J h * ' h *  r e s k
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Since 5 ^  =  \J7eHK/BfC Uaefc- 7  • (0,0, a) and  u/(det(7 )) =  1 for all 7  e  
then reasoning as in  the  proof of Propsitin 4.3, the  integral (4.18) becomes

f  <jj(det{h))\-(h) f  (h • (0,0, a))£(w, <f>, h) dh (4-19)
JHk/Bk a e K .

W ith/i =  g(Kd(t, l)a (r)n (u )) , we have dh =  \r\xdKdmtd*rdu, det(h) =  (de£(/c)tr)3, 

and h - (0,0, a) =  p(/c) * (0,0, t r 2a) =  k  * (0,0, t r 2a). So integral (4.19) becomes

f  [  ( ^ ( t r ) 3 2 aeK* f K. u 3( d e t ( K ) ) f ( K - ( 0 , Q , t 7 * a ) d K f A / K £ ( w , 4 , h ) d u
J x ' / K '  JAs/K-

M < * 1

M a  d*rd*t
(4.20)

Using the Fourier expansion of S(w, 0, h) and the fact th a t A / K  is compact, 
we conclude that the integral over A / K  in (4.20) is Cq(w,  0, /i). So integral 

(4.20) reduces to

f  f  ^ 3M E a e ic -  ( / ) ( 0 , 0 , t r 2a) ^  f 1<3t(z)=Xo<3t(w)
J A - f K - J A ' / K '

dz | r U # r f t '

Making the change of variables r  — > j  and t  — >■ we get

/ a - //<■•,|«|a.<*1 Sa ' / K '  E a € X *  A/fua ( f ) ( 0 ,  0) r a ) 2 ir? /l< K (r)= x 0<R(u/)
I r  r  f + r r  15+ i
^  * A  0 (2) d* d*rd*t

U7— Z  ' T \ /

By absorbing the sum  over K*  with the integral over r ,  we get 

Xv/K-MtlA^-l / a *  w3W M j3 ( / ) ( 0 , 0 , r )  jir i /l< » (z )= x o < K (tu )

— <P(z) dz d 'r d ’t
(4.21)

We break up the integral (4.21) into two parts. The first one is

/ f a>3W K ,» ( /) (0 , 0, r ) - i j  f IS±-^-< H z)dzd-T< rt
J  A ' /  K ' J  A '  J  l<3t(z)=xo<3l(w ) W z

(4.22)
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To evaluate (4.22), we need to switch the order of integration. For this, it 
turns out that we need first to  shift the contour of integration in the complex 
integral in (4.22) to the line 5ft(z) =  x t <  —1. This is possible as we did 

in the calculation of I°(cj, . Then it follows that the integral (4.22)
converges absolutely provided 33ff(s) >  — |  -F Thus by Fubini-Tonelli’s 

theorem, integral (4.22) equals

2ni Sst(z)=^xi<—l,3t(z)<St(w) S / a -  M v 3( f ) ( 0 ’ 0 ’ r ) M A 2+2 d *T / a - z a ^ a O ! ^ )

|£|j^ 2 d * t d z

=  2jri Jdt(z)=xi<—l,3t(z)<3t(w) f  +  b  ^  |  ]

d z

This last integral is analytic in the region 5ft(n/) >  —1, and so its contribution 
can be disregarded.

Next we consider the second part of integral (4.21), namely

|ri^+i  Or(-)
iA-/A*,|t|A<*l Ja* ®>r ) 2ff? /l<3eCz)=i0<»(u;) w-z ^  *

<f)(z) d z  d * r d * t

(4.23)
Again, to  evaluate (4.23), we need to switch the order of integration. It turns 

out tha t integral (4.23) converges absolutely provided 35R(s) >  5&I +  I  So 
under this assumption, by Fubini-Tonelli’s theorem, integral (4.23) equals

/ A. M ,3 (/)(0 ,0, t ) 3̂ -  f i <3t(z)=x0<x(w) w -z^Z } 0(z )
| t |A 2 2 d * t d z d * T

which in turn  equals

/a -  ( / ) ( 0 , 0 , t ) ^ t- f 1<3i(z)=xo<3t(w) 1 (4.24)
+  - - r ^ ^ dzd'T

Because of S(ui3), we may replace Mu3( / )  by M (f) .  Also, in the complex 

integral in (4.24), we shift the contour to the right to &(z) =  x i  so tha t
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x 0 < 5?(u/) <  x i  <  63?(s) — 1. Then the complex integral in (4.24) is equal to

I  |r|iJT̂  m l~̂  +1—-Ti;—-i)ldz27TZ ,/r(z)=Xi >»(„,) W  —  Z 2 1 — ? (3s 2 2>

So integral (4.24) reduces to

+ ^ / a .  M ( / m  0, r) fXM=xt>X(w) M r t ^  t ' - ' M H  +
dzd*r

(4-25)

We show the second term  of (4.25) is analytic in the region %l(w) <  69f?(s) — 1 

and hence its contribution can be disregarded as 69®(s) — 1 >  5 for 3?(s) >  1. 
First note that the integral over J?(z) =  x i  is 0(\r\%) for any a  > 5R(u;) -I-1.( 

Just push the contour to  the right to 9ft(z) =  2a  — 1 where 2%t(w) <  2a  — 1 <  
69ft(s) — 1.) It follows th a t the absolute value o f the integral in (4.25) is 
majorized by ^ ^ ( a ,  / ) ,  which is convergent since a  >  1. So the double integral 
in (4.25) converges absolutely, and hence we can interchange the order of the 

integrals to get

/. E f ) ql r 1 I 1 1 dz
SR(z)=ii ,3J(u;) <xi <6Si(s)—1 1 2 2 ’ W ~ Z  C,K { z  +  1) 2 1 — g - ( 3* - f - £ )

This last integral is analytic in the region Si(w) <  69t(s) — 1. So we have

Sb^ / hk u{de t(h )) \-{h )  £*gsJt f ( h • *)£(™, <f>, h) d h  ^(w3) ^ ^ ^ ,  / )

Ca-(t«+1)9 2 ̂

Similarly, we get

I ha / hk w (det(h))u-i{det(h))\-(h) T ,xeslK f ( h' * x)S (w , <f>, h) dh ~  - S ( u 3)

* ( * ? •  f )
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Basically, we make the change of variable h — y hf, then  A- (h )  — > \ +(h'). We 

proceed exactly as above, and a t one point we need to  calculate the following 
integral

L
This completes the proof of the proposition. ■

Because of Ck"(w) and S i( y  +  | , / ) ,  it follows th a t I l (cu, / ;  w, <t>) has a 
double pole a t w =  1 . We calculate some Laurent expansions at w =  1. Let 

the first two terms in the  Laurent expansion of E l ('w ,* ) be S + r ( * ) .  Then

+ b f )  =  f = i +  r ( / ) ' E l(f  +  3 ’ f )  =  + r <h-

We also have

=  a + B (w - 1 )+ • • • , =  A ! + B \w - 1)+-

where
A  ~ ~  l _ g- (3 » - l)  _  2 ’ "  —  [ l _ g- ( 3 i - l ) ] 2  >

1 R _  (jrlogg)q (3j 1}
■“  ”  l - g-(3»-l.) 2 ’ [l_q-(3^-L)]2 )
A '  — 1  _  1 D/ _  (?log«?)g~(3j~2)

2 l_ q -(3 * -2 )  > -0  —  [ l_ ,- (3 * -2 ) ]2  -

The first two terms of the  Laurent expansion of S i / )  [ j ------
E , ( f +  ! , / ) [ — ^ - p - l j a r e

-<?

2 A R ( f )  + 2 A 'R ( f)
+  [AT(f) + 2 B R ( f )  +  A 'T ( f )  + 2 B 'R (f)] .

w — 1 

Thus we get

/H o ,,/ ;  ~

+ *(" 3) 5 S $ y « 1‘ ‘ * M [* r </) +  2 B R ( f )  +  A T ( f )  +  2B’R U )]. 

We note here th a t by Proposition 4.4, we have

R ( f )  =  ^ — [  Af( / ) ( 0 ,0, t) dt and £ ( / )  =  - i -  [  M ( f ) ( 0,0, t) dt.I ° g 9 d A  l o g 9  7 a
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4.6 Evaluation of I 2(oj, /; it;, 0)

In this section we compute 72(u/, / ;  u?, (£). But first, we introduce another 
distribution that will come up in the course of computing I 2(cj, / ;  w, <f>).

Let v be an absolute value of K ,  \£„ E  S ( K 2), and 'If E  <S(A2). For w E f l  
and w E  C, define

Tv(uv,w, — I  I  wv(tv)'f!v(tv, uv)ocv(uvt~l)w duv d*tv 
J k; J k v

T(uj, w ,# )  =  f f u/(t)\If(£, u)a(u t~ l)w du <T t  
J a '  J a

T~(uj, w, 4f) =  f f u )a (u t~ 1),“ ducTt
J A ' , \ t U < - l J A

T +(uj,w,'iff) =  f f w(t)'t(t,u)a(ut-1)® dudTt
J A ' M a  - > i 7 a

where

a (u ) =  J J  sup (l, lu^lt,) and a ^ u * ) =  sup(l, |u„|w).
v€M(K)

Also the star in the inequalities <* and * >  signifies th a t when equality occurs, 
the integral will be multiplied by the factor of | .

If \Er =  n „ 6MCio then T(u>, w ,  \lf) has the decomposition:

T ( u , w ,  <F) =  <?1 - g (-T— - )  T T  T v ( u v , w , ¥ v ) ,
^  A

where uiv is the restriction of u> to K v and h0tK is the divisor class number of 
K .

We point out here th a t the  above distributions are special cases of those 
given in Definition 2.7 of [28]. We state some properties of the above distri­
butions in the following lemmas.

L e m m a  4.6 1. I f  ujv ( t v ) =  |£„|£ a n d  i s  t h e  c h a r a c t e r i s t i c  f u n c t i o n  o f  O2, 
then

1 _  - (a -w + l)
r . K , « , » . )  =  ( i  ? . (J+I;) ( i  _

2 .  T v {u}v , w ,^ ! v ) i s  a  r a t i o n a l  f u n c t i o n  i n  q ~ s  a n d  q ~ w  w h i c h  i s  a n a l y t i c  i n  t h e  

region 9£(u;„) — % l(w )  >  0 a n d  >  —1.
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P ro o f  : The proof is a  special case of the proof o f Propositions 2.8 and 2.9 of 
[28], ■

Suppose *  =  n„€M(K] ®-- Write “  =  "I • Ia  =  n„eiif(K)"«l • IS. where 
u  =  n „ eAf(ic) is a  character on A l/K *,  and hence uiv is trivial on Ov for all 
but finitely many v. Let P  be a finite set of places of K  such that if v £  P, 
then u v is trivial on Ov and is the characteristic function of O2. Write

TP(u, w, 9) = J J  Tv(uv, w, ^ „ ) .
v € P

Then Lemma 4.6(1) gives

r ( « . « . * )  - ( « , +f?
h o , K  Ck ,p (s  —  t u  +  l)

where Qk ,p {z ) =  F L g p (l — % z)~l is the truncated Dedekind zeta function. 
The above observation and Lemma 4.6 now im ply the following lemma.

L em m a 4 .7  1. T(ui, w, *£) is a rational function in q~s and q~w which is 
analytic in the region St(ca) — $l(w) >  1 and &t(u/) >  0.
2. The derivative o/ T ( uj, w, at w =  0 is given by

£ T ( U, w, * )|„= o =  w, *)U „G r,pO O

This lemma, in turn , implies the following lemma.

L em m a 4.8 T +(ctj, w, is an entire function o f uj and w.

For /  G 5 (P a ), define T2( /) ( t , u) =  /(0 , t, u). Then T2( / )  G 5 (A 2). Define

Z 2( u , w , f ) = T ( u , w , T 2(Mu ( m

SZ(u ,v> ,f)  = T +(u ,w ,T 2( M M m  

S ,  (u , w ,  f )  = T ~ ( w ,  w ,T 2(A f„ ( / ) ) ) .
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We now state and prove the main result of this section.

P ro p o sitio n . 4 .6

+  aKs 2- ( ^ - i .  f - b n -  Z t ( " - 3» 2 , f - b  / ) )

P ro o f  : We first consider the integral

f w{det{h))\_{h) ^  f ( h  • x)S{w, <f>, h) dh (4.26)

Since S% =  \Jy€HK/TK UaeK- T’(0, a, 0), then reasoning as in 7° and J 1, integral 
(4.26) can be rew ritten as

f  uj{det(h))\-.{h) / ( ^  ' (0> a > 0 )) f  (u;, 0, h) dh
J hk / tk  a€K.

or, equivalently, w ith h  — p(/cd(t, l)n (u )a (r)),

Stc /a-/ k - /a-/k-Mt|a<-«(«) /a "(**(*))*-(/») Eaesr- /(* ’ (O,a,O))£(u/,0,fc)
d u d * r d * t d K

(4.27)

Now for the above given /i, d e t ( h )  =  { d e t { n )  t r ) 3 , f ( h  • (0, a, 0)) =  / ( k  • 

(0, a ir , a tru )), and

/  a;3(d e t ( n ))/(ac • (0, a tr, a t r u ) ) d t z  —  M u3(/)(0 , a tr, a tru ) .
J K

So integral (4.27) becomes

j  j  J  uj3 ( t r )  M U]3 ( f ) ( 0 , a t T , a t T u ) £ ( w , ( { > , h ) d u d * T d * t
J a ' /K'  J a ' / k - J  a. - /jg -  • 'A ' / i f -  . /A  a6Ar

I17 |a < ’ 1 ,|7 |a < ’ o («)

(4.28)

Since

i r  ir i 2 ~ j  Ck (z).
£(w, (f>,h) =  —  /  ------  Cjr(*~^-q1- g0(z) dz +  £"(u/, h),

27TZ J i<3i(z)=i0<Jf(u,) W — Z
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then by integral (4.28), we are led to two integrals:

f  I  f x “ 3(tT)T,aeK-M*<f)(°>atT,atTu)£if1<̂ z)=xo<̂ w)
J A,m/K m J  A * /K m 
s ^  ✓

ltTlA.<*l,MA<*Q(u)

w -i  ~+- V ~g<K*) dzdud 'rd 't
(4.29)

and

[ f f  w3(£r) Mu3(f)(0, atr, a tru )S"(w , <f>, h) dudTrdTt
J X ' / K '  J K - / K -  J X  „cjr.

[trlA.<*l,l-r|A<*a(«)
(4.30)

We first consider integral (4.30). Making the change of variables t  — y £ and 
u  — y then d * t  — Y d * t  and d u  — Y \ t r \ ] ^ d u .  So integral (4.30) becomes

Ja-/k'M*|a<*i ./A.v^*.WA<*Q(iit-L) f x u}3u~1^  ^ZaeK- M j3( / ) ( 0, at, a u )

£ " ( w ,  <f>, h ) d u d * r d * t

By absorbing the sum  with the integral over t, the last integral becomes 

f f f u z w - \ { t ) M w3 { f ) ( Q , t , u ) E " ( w , ( f > , t i ) d u ( r T d ! rt

By Lemma 4.2(5), £ " (w ,< f> ,  h )  is a holomorphic function of w  in the region 
Si(w) > —j  and it  is of order 0 ( |r [ ^ 2) in the region ?R(w) > 0 .  So in this 

region, 9t(w) > 0, the last integral is dominated in  absolute value by

f f f ̂ 3R(s)-i( t ) \ M u 3 ( / ) (0, t , u ) | | t | 3/2d u d * t ( T t
A *,|t|A< * l </ A ‘ /.K *)M A < *a(tx t-i) J  A

=  [, 9 _t +  f f W3£(5) - i ( t ) \MU3( /) (0 , t, u ) | a (u t-1)3/2 d u d * t
i  — 9  1 J  A - ,|t |A < * l J  A

But the last double integral is T~(oj3»(,)_i, | ,  |22(MW3 (/)) |)  which converges

provided 5R(s) >  |  by Lemma 4.7. So the integral (4.30) converges absolutely
and locally uniformly in w  in the region 3H(w) >  0, and so it is analytic there
and hence its contribution to  I 2(ui, / ;  w, <f>) can be disregarded.
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Next, we consider integral (4.29). As we did with integral (4.30), by making 
the change of variables t  — * ~ and and absorbing the sum with the
integral over t, integral (4.29) reduces to

JaM*|a <-1 / a  W3W -i(t)M u3( / ) ( 0 ,  t ,  w ) (^ 7 1  A? [ K ’ ,\t\a_<S a(utr~l ) fl<3t(z)=x0<3t(w)
<*(«) ,

 ~ g 1 e 4>(z ) d zd * r)d u d * t
(4.31)

By shifting the complex integral to 5R(z) =  x L =  2Z+1 >  2, x i >  x0, a;i >  3?(w), 

this complex integral equals

ck (w ) , 1 f  M i  2 £ z + i )  „i-g
y  \  ĉ ;z±i~glI 27TI Jmz\=x, w — zCk (w  +  1) 27TZ 7r(z)=Ii >»(„,)

As in 7° and 71, the integral over 5ft(z) =  is an entire function of in and it 
is of order 0 ([r[^J for any I > | .  So its contribution to integral (4.31) is an 

entire function of w. Thus integral (4.31) is equivalent to

- ®1" * / A M t | A<-i L  W K j  ( / ) (°> u)
U\T\K<?a^ ) \ T\l~*<rT)dvd*t

=  +  ‘ 1 J a - j . u s - .  / a o < W * ) A € » ( / ) ( 0 ,  t .  t t )
e*(«Z_L) dud*t

=  ?  - 1 , / )

Similarly

/ Ha/ ^  u(det(h))oj^(det(h))X-(h)  £ ieS2. f ( h ' - rr)£(?n, <£, h ) dh ~  - g 1_®

+  ^ ( u ^ ,  f  - 1  / )

Basically, we make the change of variable h  — > h', then A- (h )  — > A +(h') 
and proceed exactly as above, and make use of Lemma 4.8. This completes 
the proof of the proposition. ■

Because of £tc(w) and [̂ -2— +  2]’ ^ ( wi f>w , <t>) has a  double pole at 
w  =  1. As we did with 71(cj, / ;  in, 0), we calculate some Laurent expansions.
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Let the first two term s of the Laurent expansion of £ 2 (*> w i *) a t w  =  0 be 

£ 2(*, 0, *) +  ^ £ 2(*j w, *)|«7=ow. Then we have

T,2 (co2uj- u y ~ y  / )  =  (o;3cj_i, 0, / ) + ^ - £ 2 (o;3o;_i, w, f ) \ w=0(W- ^ 1)+- - - ,

£ ^ ( o ; _ 3 a;2 , y ~ y  / )  =  £ £ ( u ; _ 3 u/2 , 0 ,  (uj- 3u 2 , w , f ) \ w=o ( ^ y - ^ ) + -  - - -

We also have

 I-I =  _!2£i_ +  0 H___
/w h  * n 1 ~ u *X — q  ^2 2 a 2  vo — 1

—($■—£)
So the first two term s of the Laurent expansion a t w  =  1 of +

?  -  1, / )  -  E5-(w- 3« 2, f  -  i ,  / ) )  are

2 (E7(g;3a;-L,0,/)-Ej-C^~3^2,0,/)) . 
logg w—1

/ )  ~  S ^ ( a ; - 3o/2, w ,  f ) ) \ w = o -

Thus we get

I 2 ( w  f - w  6 )  ~  Q1 -g  <&(w) 2 (s r (M3“ - i ’° - / ) - s ^ ~ 3“ 2’Q’/>2 +  q i-8 -C ic Hr {U, J,W,<P) ~  q qk {w+x) ^ w  hogq w—i CicĈ +1)

4.7 Cancellation of the Double Pole

We pointed out after the proofs of Proposition 4.5 and Proposition 4.6 
th a t both I \ u ,  f ;  w , <f>) and 1 2 ( u ,  f ;  w ,  <j>) have a double pole a t w  =  1. In this 
section we will show how the double pole of I 2 ^ ,  f ' , w ,  (f>) cancels the double 

pole of I l ( u ,  f ;  w ,  <f>).

For /  E «S(Va.), define

T3( f ) ( t ) — J f ( 0 , t , u ) d u .

We first prove the following lemma.

L em m a 4.9 For f  e  «S(Va), T3(/)(*) — T3( f ) ( -2 t ) .
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P r o o f  : First we have

T3( f ) ( t )  =  / a  T3(f)(x)ip(xt) dx
=  f A f A f(0 ,x ,u )ip (x t)dudx

Set Ft(y) =  / A / A f ( y ,  x , u)ip(xt) dudx. Then T3(/)( t)  =  F t(0). Since

Ft(v) =  Ja . FM i> (v y )  dy

=  / a  / a  / a  f ( V ’ x > u t y i x t t y i v y )  d u d x d y  

=  JVal f ( y ,  w)^([(0, - 2 1, v ), (y, x, u)]) d u d x d y  

=  /(0 , —2£,u),

then by the Fourier inversion formula, we have

F*(y) = J  Ft(y)ip(vy) dv

and hence

F t(0) =  J  Ft (v) dv =  J  / (0 , -2 t ,  v) dv =  T3( f ) ( - 2 t ) .

This completes the proof o f the lemma. ■

Now it is easy to see th a t

E , 0, / )  =  r 3(M„3(/) )) ,

E f  (cj- 3w2, 0, / )  =  C ^ " 3̂ ,  T3(Ma, ( /) )) ,

where C is Tate’s zeta function. Thus the double pole term  of 72(oj, f ;  w, (f>) 
equals

i - „  CK(w)  „  , 2 C -(w 3w - i ,3 e ( A 4 3 ( / ) ) ) - C + (u ,-3W2,T3(iWa. ( / ) ) )
9 ------------------------------------

(4.32)

Applying the Poisson sum m ation formula (as in Tate’s thesis) to  C~ and using 

Lemma 4.9, we can show

n ( M ^ ( S ) ) )  -  £+ («-*uj, T3(Ma.( / ) ) )

=  «(u3)[r3(M (/) (0)( j — ~  |)1 -
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By the note a t the end of Section 4.5, we have

T ,(M (f))(0 ) =  J  M (f) (0 ,0 ,n )d u  =  logq R ( f ) ,

T ,(M (J))(0 )  =  J  M (f) (0 ,0 ,u )d u  =  log« R ( f ) .

So we get

r - c + = s ( ^ ) i o g q[ R ( m TZ^ - i ) - R ( f ) ( T=̂ ^ - i ) ]

=  S(u;3) log q [ - A R ( f )  -  A R ( f )]

where A  and A  are as defined at the end of Section 4.5. Now plugging 4.33 
in 4.32 and comparing with the double pole term  oi I 1 (cu, f\w,<f>), we see at 

once tha t these term s cancel out.

4.8 The Functional Equation

Now the work in the previous four sections gives the following proposition. 

P ro p o s itio n  4 .7

I(u ,  / ; » , * )  +

W M I A I X / )  +  2 B R ( f )  +  A ir  ( / )  +  2B'R(f)]

<-c
(w3w-i» w»/) 3cj2, w J ) ) \ w=o].

As we pointed out in Section 4.3, we have, by Lemma 4.2(4),

Um(l -  = *(i)4^ £ ^ £ j ( w,/ ) .

So equipped with this observation, Proposition 4.1, and Proposition 4.7, we 
get the main theorem of this chapter.
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T heorem  4.1 We have
1. Z {u , f )  =  Z+(u), f )+ Z +(ui c j - 1 , / ) + / ( c j ,  / ) ,  where Z +(uj, f )  and Z+(ui a;-1 , / )  
are entire functions o f u , and fo r  cj =  c j c j s

T (u  f )  =  2 ^ 3)Cac(2) r / ( 0 ) _________ /( 0 )  , / ( 0 ) - / ,(?) 1
v > J  /  q l ~ * R e s q Cfc L l—g—(3»—3> 1—g ~ 3* 2  •*

+ ^ 3)[AT(/) +  2BR(f )  +  A' r ( f )  +  2 B 'fl( /)]

1 1 — (S2 (w3w -i, W , f )  — E j ( c j _ 3 c j2 , w, / ) )  U=o,log (j d w '

w h e r e
a  _ _  1 1 r» _  ( ? [08?k (3J

~  2 ’ ~  [ l _ q - ( 3* - i) ]2

a '  _  1 ______ 1 p ' _  Iogg)g~(3*~2)
A  —  2 1—q—(3j—2) J —  [1_ 9-(3 j.-2 )]2

L e i Z (c j ,  / )  =  Z ( uj, f )  -  t o ^ ^ S 2 (a;3w _ i ,  w ,  f ) \ w = 0 . T h e n  w e  h a v e

Z { u , f )  =  Z { u lu  \ / ) .

We now describe the poles of Z(u>, f ) .  By Lemma 4.7(2), Lemma 4.8, and 
Theorem 4.1, we conclude th a t the poles of Z [ c j , / )  occur a t s =  0 -f- , 1 +

I8 ?>  3 +  I  +  (n  £  z ) “ d a t the P°les of S J C ^ w - lO ,/ ) .  The 
exact poles of E2 ( c j3c j _ i ,  0 , / )  depend on the choice o f / .  For example, if we 
choose /  so that its support lies in Vj£, then all the / —terms in / ( c j , / )  will 
disappear. Hence the only poles of Z{cj, / )  in this case are simple poles at 

5 =  1 +  and double P°les at s =  |  +  ^=sl
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CHAPTER 5 

SOME LOCAL ANALYSIS

5.1 Decomposition of Z( lj, f )  and the Orbital 

Zeta Functions

In this chapter we conduct some local analysis th a t  will be crucial to obtain 

the mean value theorem we are after. The local analysis amounts to studying 
certain integrals, which we will call orbital zeta functions, th a t appear in a 
natural way as local factors of the adelic zeta function Z{uj, f ) .  In this section 

we introduce these orbital zeta functions.
By the absolute convergence of Z(cu, f )  in the  region 3?(o;) >  1, we may 

interchange the sum and the integral and rearrange the  sum orbitwise to get

= f HA/HK CJ(det(h)) 'E x € V " f(h ^X) dh
=  H2xeHK\v£ 52yeffK/(Hz)K Sha/hk u (d e t(h ) ) f(h y  - x ) dh

=  Sxe/*ic\V £ J'ha_/(Hx)ic f  ( h  ' x ) d h

— \  H 2x € H k \V k  ^ h k / { h ° ) k  w ( d e t ( / i ) ) / ( / i  • x ) dh,

where the sum is over a complete set of representatives of all H k -orbits in 
V£. Also note tha t the last equality follows from  the  fact th a t H° is of index

2 in Hx, by Proposition 2.2, and the invariance of the measure dh. Since

H a / ( H ° ) k  “  H a / {HDA X ( H ° ) a / ( H D k ,  then every h e  H a / { H ° ) k  can be 
written as a product h =  h'h", where h' G H a / ( H ° ) a .  and h" G ( H ° ) a / ( H ° ) k -
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Then we get the following:

f u {d e t(h ))f(h  • x )d h  =  cx fi(x) f uj(det(h '))f(h ' • x) d'xh ',

(5.2)
where

H(x) =  f d'xh", (5.3)

d'xh' and d"h" are measures on H x /{ H ° ) \  and {Hx)x /{ H ° )k  respectively, and 
Ci is a constant given by dh  =  cxdxh,dxhl>.

We also note th a t for /  =  IIveAf{K) /»> we have the decomposition

f u (det{ti))f{h '-x ) d'xh' =  IT f u t,{det(h'v) ) fv{tiv-x) d!xtiv,

(5.4)
where u v is the restriction of oj to K v. So combining all of the above equations 
yields the decomposition

Z & i f )  = \  H  f  u v(det{tiv) ) fv(tiv • x) dxh'v.
v e M ( K ) J h Kv / ( h *)kv

(5.5)
It is worth observing here th a t since if^-orbits in are in one-to-one corre­
spondence with quadratic extensions of K , by Corollary 2.1, then the sum in 
(5.5) is in fact a sum over the quadratic extensions of K .

The objective of this chapter is to study the integrals in (5.5). We mention 

one observation about these integrals. Since Hx is of index 2 in Hx, then the 

map H kv/{H °)kv — > H k v ‘x  given by h'v — > h'v -x  defines a double cover (i,e. 
a 2-to-l and onto continuous map) of the open orbit H k v • x  C  V k v . Define
the left Hfcv-invariant measure — on Vk  :

\P{Xv)\t

dhu * x v j d&i ( )  | „ dx„ dxy
3  *I 2\P(hv -rc*)^ |(det(/i1,) )3P (x„)|2 \P (xv)\2

Then the double cover m ap induces an invariant measure dxh'v on Hkv/{H x)kv
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which we normalize so th a t the integral in (5.5) equals

Hkv/(Hx)kv

Before we continue our analysis, we find it convenient a t this point to 

introduce some definitions and notations that will simplify our exposition.
Throughout the remaining of this chapter, we will let K  =  K v for some 

v E  M {K ). We will denote the absolute value [ • |„ on K v =  K  simply by 
| • |. The cardinality of the residue field of K will be denoted by q. Let dx 
be the additive H aar measure on K normalized so th a t JQ dx  = 1, where O is 
the ring of integers in K. Let d*x be the multiplicative Haar measure on K* 
normalized so th a t f Q. d*x =  1.

Let x  =  (xi, x 2, x 3) E V k • Set dx =  dxidx2dx3. Then is a left

i?K-invariant measure on V ^. For x  E  V^, denote the orbit of x  by Vx =  F r  x .  

For a quasicharacter u  on K* satisfying u {—1) =  1 and for /  E  <S(Vk), define 
two integrals Zx (cj, f ) and Z x {uj, f )  by

binary quadratic forms. By (5.6), we note tha t Z x(oj, f )  is a  constant multiple 
of 2 x(u, / ) .  This constant depends on x, u , and the normalization of d'^h!.

reduces to zero as every nonsingular form has a stabilizer of determinant —1.

P ro p o s itio n  5.1 Z x(ai, f ) and f )  converge absolutely and locally uni­
formly for  R(u;) >  1, and hence they represent analytic functions o f u  in that

k
Z x (u , f )  =  /  u}(det(h'))f(h' • x) d‘xh', (5.7)

Z * (u , f ) = J v  jp ^ j3 ? 2  • t5 '8)(5.8)

We call these integrals the orbital zeta functions associated with the  space of

Note that the condition w(—1) =  1 was stipulated since w ithout it Zx( u , f )
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region. Furthermore, i f  f  has compact support contained in V'K, then Z x(oj, f ) 
and Z x(ui, f )  become entire functions o f u .

P r o o f  : Since Z x(uj, f )  and Z x (u, f )  are constant multiples of each other, it 
is enough to consider the convergence o f Z x(u , f ) .  Since /  is locally constant 
function with compact support U, then

l-2 * (" ,/) l<  [  dx.
Ju

For a  > 1, the above integral is finite by the continuity of |P (x ) | on the 
compact set U  and the finiteness of the H aar measure dx on compact sets. If 
U  C  Vjt, then |P (x)| has a nonzero lower bound on U and hence the  above 

integral also conveges for a  <  1. ■
The computation of the next section will show that the abscissa of absolute 

convergence is

We point out here tha t the name “orbital zeta function” is m otivated by 
the fact tha t the definition of f )  depends on the fife-orbit of x  and not 

on x  itself. We also remark here tha t the  number of distinct Z x {ui, f )  is finite 
for any local field K . This follows from the fact th a t the f?K-orbits in  are 

in one-to-one correspondence with extensions of K  of degree less than  or equal 

to 2, by Corollary 2.1, and the number of such extensions of a local field K  is 
finite, see [12]. More information about similar orbital zeta functions can be 
found in [3].

5.2 Computing Zx(o;, /)

In this section we start evaluating Z x (c*j,f). The credit for computing 
Z x (u, f )  goes to Datskovsky [2]. For the  sake of completeness, we choose to 

describe his method of computing Zx (cj, /)•

Recall th a t for /  =  FLeMlx) f* e  «S(Va)> all but finitely many f v are 
characteristic functions of Vov. Therefore we need to compute Zx (u, f )  for /  

the characteristic function of Vo, where, according to the notation set up in
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the last section, O is the ring of integers of the nonarchimedean local field K . 
To achieve this, we first fix a choice of an  orbital representative x . Set

v J  uv  if K x =  KFx (u,v) =  <
^ (u +  Ov) (u  -I- O'v) if [Kx : K] = 2 ,

where O x =  O[0] is the ring of integers in K x. In fact, if K x =  K (0) is a 
quadratic ramified extension of K ,  then we may choose 6 to  be any uniformizer 

7rx of K x . And if K x is a quadratic unramified extension of K , then we may 
choose 0 to be a  unit in Ox not congruent m od 7rx to any unit in O. In either 

case, we get Ox = O\0\. For more information, see [26]. We also point out tha t 
the choice of the orbital representative is taken so that P (x ) is the relative 
discriminant of K x over K .

Next, we need to describe a Haar measure on Hjc- This will be done, 
exactly as we did in Chapter 3, by applying the Iwasawa decomposition to 

Gk- Every g E G k can be written in the  form g =  nd(t, ti)n (u )a (r), where 
k  E JC =  G o, £, ti, r  E K*, and u  E K . Define a measure dg on G k by 
setting dg =  dKd*td*tidud*r, with the normalization J^d/c =  1, f Q du =  1, 

and f Q. d*t =  1. Since H K =  G k / (Te)K, where (Te)K =  {d{t^2, t{) : t i  E K*}, 
we define a  Haar measure dh on Hjc by setting dg — d*tidh. Thus if we write 
h =  g(Kd(t, l)n(u)a(r)), then dh — dKd*tdud*r.

We also need to define two invariant measures d'x h' and dx h" on H jc /(H x )k . 

and respectively. For the measure dx h ', it is defined, as in the last
section, as follows: Since H ie/(Hx)k  forms a double cover of the open orbit 
Vx =  A k  • x, then there is a unique left Hjc-hivariant measure on H k /(H x)k , 
depending only on the i^K-orbit of x, such th a t for any (j> E L l (Vx , ^ ^ -372), 
we have

f YpJ^m  = f ^ h' 'x) d'*h''JV* \r \x ) \  / JHk /{H$ k
We note th a t with this choice of the measure dx h!, we have, as in (5.6),

^ ( w , / ) = u ( P ( x ) ) - 3/2^ ( w , / ) .  (5.9)
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As for the measure d'^h" on (H°)k , choose one normalized in such a way 
th a t /(#o)0 =  1. The relation between the measures dh, d'^h', and d'Ui"
is given by dh =  bxd'^h'd'^h", where 6X is some constant depending only on x .

The main idea for computing Zx (u, f )  is contained in the  following lemma 

of Datskovsky.

L em m a  5.1 Let M2(0 )  denote the set o f all 2 x 2  matrices with entries in
0 .  Define the set fix as follows:
1. f2x =  {g(K,d(t, l)n (u )a (r))  E  H k  '.tE .O , r  €  O*, tu  E  O} i f  K x =  K
2.. Qx = {Q((t, g)) E  H k  ■ t  E  O, \t\ =  1 or q ~ \ g E  Gl2{K) n  Af2(0 )}  i f  K x 
is a quadratic unramified extension o f K
3. f2x =  e  H k  : t e O ,  |t| =  1, g E Gl2(K )  n  M 2( 0 )} i f  Kx is a
quadratic ramified extension o f K.

Further, let ^ x be the characteristic function of fix and let f  be the char­
acteristic function o f Vo. Then we have

bxZx( u , f )  =  f  ai{det{h))Vx{h) dh. (5.10)
J n X

P r o o f  : See the proof of Lemma 4.1 in [2]. ■

Lemma 5.1 implies the next proposition.

P ro p o s itio n  5.2 Let f  be the characteristic function o f Vo and c j  = u>u3 E  

Q(JT). Then

bxZx(cj, / )  =  t}(cj3) <
i - ^ k =ir 3 H K X = K

if [Kx \ K \ =  2, unramified 

. */ [KX : K [ =  2, ramified

where t)(cj) =  1 ifui is trivial on O* and 0 otherwise.

P r o o f  : Equation (5.10) of Lemma 5.1 implies

6xZx(a/, f ) = [  cj(det(h)) dh  (5.11)
J  n *
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If K x =  K , then  det{h) =  (det(K)tr)3, w ith £ G O, r  G O*, tu  G O . 

Integration with respect to d/c and d*r gives 77 (cj3)- So we wind up with

7)(u3) f  f  c j ( £ 3 )  (T tdu  
Jtue o  Jteo

Let v =  tu, then dv — \t\du. so we end up w ith

V(u3) [ f “ (t3)I*!"1 d * td v =  ^ (2_x) •Jveo Jteo  i  — q  ̂ >

Asuume th a t K x is a  quadratic unramified extension of K . Then h  G f2x
can be w ritten in th e  form h =  g((t, g)) — g{jzd{t, ti)n (u )a (r))  =  g((t,

0
\  tiU t\T

det(h) =  (det{K)tt\T)3. As before, integration w ith respect to  d/c is 77(cj3) and 

integration with respect to d*t is equal to

f  cj3(£)d*£ =  f cj3(£)d*£4- f u 3{t) <Tt =  (1 + q -3s)77(cj3).
Jo  J\t\=i J|t|=q->-

So we get

f  u(det(h ))dh  =  Ti(uj3) ( l  +  q~33) f [ f u 3(tfr) dud*rd*ti.
Jnx Jti€0 J ttreO J ttu€0

Let ti  — t\T  and v =  t xu, then d*t2 =  d*tx and dv =  \tx\du. So the last integral

becomes

7 7 (c j3 ) ( 1  +  q-3s) f f f  cj3(ti)o;3(t2) |^ i|_1 dvd*£2d*ti 
Jtieo  Jt2eo  Jveo

=  T}(u3) ( l + q - 3s)
(1 — q- (35-I))(l — q-3s)

When K x is a quadratic ramified extension of K , we will get the same result 

as in the unramified case except that the quantity  (1 4- q~3s) will disappear 

because in this case we have |£| =  1 for h  =  g((t, g)) G ftx. ■
Next we proceed to  compute bx. Recall th a t K  =  Go- By the normalization 

of the measures, we get for h G g(IC)

f d h =  f f f f dKcTtducTr =  1.
J e(AC) J k J o- J o J o*

J ) ) ,  w ith |t| =  1 or q 1, t x, t xu , t XT  G O, and k  G Gl2(O). Thus
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On the other hand, we also have

1 = f dh =  bx f  f  d'Ji'd'^h".
J e{tc) Jet>CKH°)K/(HZ)K

Since q(JC) n  (H °)k  =  (H °)o , then integration with respect to  d'xh" is 1 by- 

normalization. So the last integral becomes

ye(AC)(H°)K/(HS)K Je(AC)-x ÎWI 1
But for x G q(1C) • x ,  we have [P(x)[ =  |P(g(/c) -x ) | =  |(det(/c))2/3P (x ) | =  
|P (x ) |. So we end up with

|P(x)|»/»
> d l 'Je(K)-x “ •*

Equipped with this formula, we obtain the following proposition. 

P ro p o s itio n  5.3 Let q be the cardinality of the residue field o f K . Then 

'  i fK *  =  K
bx =  < i f  [Kx : K] =  2, unramified

L [Kx : K] =  2, ramified, q ^  2".

P ro o f  : Let 7r be a uniformizer of K . Assume K x =  K . By our choice of an 

orbital representative, x  =  uv. Define the set Dx =  {x  G Vjc : Fx(u, v ) =  uv 
mod 7r}. We state  some properties of £>x. If a: G D x, then clearly i  G Vo- For 

x  =  (xi, x2, x3) G Ac, x | — 4xxx3 =  1 mod 7r. By the ultram etric inequality, 
|x2 — 4xix3| =  1, and hence |P (x ) | =  |P (x )| =  1 . Also Hensel’s Lemma implies 
th a t all forms in D x split. Further, D x C q{JC) • x . To prove this, note that 

if x  G Dx, then x  is i/jc-equivalent to x. So there exists h  G A r  such that 

x =  h ■ x  G P k  • x  =  V^. Since x G Vo, then x =  h * x  G (V^)o- But 
by Lemma 5.1 (its proof), Ac x  =  (V^)©- So we may assume h G f2x, i.e, 
h =  g ( K d ( t ,  l ) n ( u ) a ( r ) )  with t  G O , r  G O*, and t u  G O. From the identity 
P (h  • x) =  (det(h))2/3P (x ), we deduce that t  G O*, and hence u  G O . Thus 
h G q{K). So this shows D x C  q(IC) -x. Also it is clear th a t if =  /c2 mod 7r, 

then 0(/cx) • Ac =  p(«2) * Ac-
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Now to compute &x, let g(JCo / x o ) act ou D x. The order of g(K.o / h-o ) 

is (q — l)(q 2 — l)(q2 — q). The stabilizer group of the form x  =  uv, by

disjoint copies of Dx. Since Dx =  (0,1 ,0) -I- (7rO )3, then the measure of Dx is 
the same as that of (xO)3, which is q -3 . Applying formula (5.12), we get the 

value of bx stated in the proposition.

Next assume that K x is a quadratic unramified extension of K . By the 
choice of an orbital representative, x  =  (u-\-0v)(u+8'v). As in the above case, 

let g{K.o/iro) act on Dx =  {x  G Vk : Fx(u, v) =  (u Jr9v)(u-{-8,v) mod x}. The 
stabilizer group of the form (u + 9v)(u +  0'v) can be described, by Section 2.2, 
as consisting of matrices that act on (u  T- 0v) by multiplication by an element 
of Ox/x O x or by multiplication by an element of O x/x O x followed by Galois 

conjugation. Thus its order is 2(q2 — 1). This implies th a t g{K) • x  consists 

of gfai'-1)3" disjoint copies of Dx . Since the measure of D x is q-3  and 
|P (x ) | =  1, formula (5.12) again gives the  value of bx in this case.

Finally, we consider the case when K x is a  quadratic ramified extension 
of K . Since q ^  2", there are exactly two ramified extensions K Xl and K X2 

of K . Let D i<2 = {x = (xi,X 2, x 3) e  V k ■ x \  €  O*, x2 =  0 mod x, x 3 =  0 

mod x, but x 3 ^  0 mod x2}. It follows th a t £>i,2 C q(K.) • x i U g(fC) • x 2. As 

above, let g(lCo/iro) act on T>i>2. The stabilizer group of the set £>ij2 consists

(1 — q_ l)q_1(q_1 — q-2) and |P (x )| =  q_1, then using formula (5.12), bearing 
in mind tha t we have two ramified extensions, gives the value of bx  in this 
case. ■

thus has order --̂ 2 v . This in tu rn  implies th a t g(IL) • x  consists ot ^

Section 2.2, consists of elements of the forms f?(((tit2) 1

); so its order is 2(q — l ) 2. The orbit of x, g(K.o/-no) • x,

of those k  such that k  =  ( t .

consists of ^  disjoint copies of Z?i,2. Since the measure of £>ij2 is
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Combining Proposition 5.2 and Proposition 5.3 gives the following theorem.

T h e o re m  5.1 Let f  be the characteristic function o f Vo and cj =  uicjs  £  

Q{K*). Then

Zx(cj, f )  =  t} (cj3) <

29- l/2(i-<r3*)(i-?-(3i—l)) 

where rj(cj) =  1 i f  Q is trivial on O* and 0 otherwise.

i f K x = K

if  [-Kx : -K] = 2, unramified 

i f  [Kx : K\ =  2, ramified, 2n

R eproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



61

CHAPTER 6

A MEAM VALUE THEOREM  
FOR CLASS NUM BERS OF 
QUADRATIC EXTENSIONS 
OF FUNCTION FIELDS

6.1 Constructing Dirichlet Series

We continue our work to  obtain  a mean value theorem  for class numbers 
of quadratic extensions of the function field K . After studying the adelic zeta 
function Z (u , f )  and the accompanying local orbital zeta functions Zx(uiv, f v) 
and Z x(ujv, /„), our next objective is to construct Dirichlet series th a t will 

eventually yield the mean value theorem  we are after. This will be done by 
putting together the global and local information we obtained in the last two 

chapters.
Recall the decomposition of Z ( cj, / )  we obtained in Section 5.1:

Z(u,f) = k <«»(*) [  (6.1)
2 J ha/Ihs) »
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where
p{x) =  [  d'±h", (6 .2)

d!xh' and dxh" are H aar measures on H x /(H ° )x  and (H ° )x /(H °)k  respectively, 
and c* is a constant given by dh = cxd,xh,dxhl>. We will first choose the 

measures d'xh' and dxh" suitably so that c* will have the same value for all 

x E H k \V%.
Let du and d*t be respectively the additive and multiplicative Haar mea­

sures on A  and A* normalized as in Chapter 4. Let duv and  d*tv be respectively 

the Haar measures on K v and K* normalized as in Chapter 5. The relations 

between the adelic and local measures are given by, see [26],

du  =  <71-b duv, cTt =  p ^1 d*tv
veM(K)

where p x  =  an<i  ,k  is the divisor class num ber of K .
In Chapter 4, the adelic measure dh on H x  is given by dh  =  dKd*tdud*r. 

While in Chapter 5, the local measure dhv on H Kv is given by dhv = dKvd*tvduv 

d*rv. Since d/c =  YIvzm^k) fcbe above relations between the adelic and local 
measures yield

dh =  ql~spj? dhv.
v€M(K)

Next we define d'xh' and dxh" for x  E  Suppose x  E  V£. Let x  =  

(xv)veM(K) be the standard  LfA-orbital representative of x , i.e, for every v 6  

M (K ), x„ is a  standard representative of the orbit H ^ v -x  as chosen in Section 
5 .2 . Stated differently, (K v)x =  (Kv)Xv for every v  E  M (K ). This implies 

x  =  h ■ x for some h =  (hv) E  H x  and hence (H °)k v =  hvH°vh~l for every 
v e  M (K ). Because of the last relation, we define the measure dxh" on (H °)kv 
to be the measure d"vK  on {■&£„) k v as defined in  Section 5.2. Recall also that 
in Section 5.2 we defined the measure d'Xvh'v on H k v/(H °v)k v by using the 
double cover map. The relation between the measure dhv on Hjcv and the 
measures d'Xvh'v and d"vh" is dhv =  bXvdXvh'vdXvh". Now we define d'xh' and

R eproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



63

d"h" by setting

<4*' =  n  < h" =  n  < x -
v€M(K) v e M ( K )

Combining all the measure relations gives dh =  ql~*pj?d'xh'd"h", and hence 

Cx =  q1~ep~k for all x  G H k W k -  Thus equation (6.1) becomes

*(«,/) = £  m(*) [  «(**(*'))/('*'• s) 4*'- (6-3)
2 [K.:K1=2 •'"*/<"S)A

For the measure d'xh' =  IIveM(/<:) and for /  =  IL,€Af(/0  /«» the
integral in (6.3) decomposes into the product

JJ b„f u.(det[K))fM ■ *) <*'= II (6-4)
v e M ( K )  J  H k v K H ° ) k v v e M ( K )

where w„ is the restriction of a; to K v. Also by equation (5.9), we have 

Zx  =  u „ (P ( i)) - 3/2Zi (oj„,/„)

=  « .(P (* ) ) -3/J^  ( « . . / , )  (6-5)

Since P ( x )  G AT*, rX«eM(if) u v{P(jb)) — U ( P { X ) )  =  1- Also IIveAf(fc) ^ v i P f e v ) )  

= uj(Dkx/ k ), where D k x/ k  is the relative discriminant of the field extension 
K x over K , viewed as an idele. This is because the standard local orbital 
representative x„ is chosen so tha t P ( x y )  is the local discriminant of the  field 
extension (K x)v over K v. For more information about the idelic discriminant, 

see [8]. So we wind up with

Z ( u , f )  = \q '-* p K  £  M *M £>jw * )3/2 II b*-z *-(“ » /* )•  (6-6)
[KX:K]=2 v e M ( K )

Before we continue our analysis, we introduce some notations. Let X„ C 

V'Kv be a set of standard  representatives of all the H kv-orbits in Vkv . Since K v 
is a local field, X„ is a  finite set. Let S  C M (K )  be a  finite set. Set

X s  =  [Jx .
v e s

Then Xs is also a finite set. The elements of Xs are standard representatives 

of all the i f  5-orbits in  V$ where H s =  lives and Fs =  rives ^ kv ■

R eproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



64

N o ta tio n  6.1 Let x  G a n d x s  =  ( x ^ ) ^  G Xs- We say x  is Hs-equivalent
to x s , written

x  ~  x5,

i f  x  is Hfcv-equivalent to Xy fo r  every u G S .

We next describe w hat the notation x ~  xs tells us about K x. Let 
v G M (K ). How v extends to an absolute value on K x depends on how 
the polynomial Fx(u, 1) factors over K v. Since K x is a  quadratic extension of 

AT, v will yield two or one absolute value on K x. This is usually expressed 

using tensor products as

K v ®k  K x =  (K x)Wl © (K x)W2, or K v ®k  K x =  {Kx)w

where [{Kx)Wi : K v] =  1 for i =  1,2  and [{Kx)w : K v] =  2. So in the first 

case, Wi and w2 are the extensions of v  to K x; and in the  second case, w is the 

extension of v to K x.
Now the notation x  ~  x„ tells us how v G M (K )  extends to K x. Suppose 

x„ =  uv. Since x  ~  x„, then  Fx(u, 1) factors over K v and hence K v ® k  Kx — 
(Kx)wi © (Kx)W2 =  K V® K V. On the other hand, if x„ =  (u-\-dv)(u + 9'v), then 
x  ~  Xy imphes tha t Fx(u, 1) does not factor over K v and hence K v ® k  K x =  
( K x )w  with [{Kx)w : K v] =  2. In addition, x„ determines whether (K x)w is a 
quadratic ramified or a quadratic unramified extension of K v.

So in general, the notation x  ~  xs tells us how each u g 5 c  M {K )  extends 
to K x. In this situation we also say th a t xs  is an S-signature of K x over K .

I t is worth mentioning a t this point that since the characteristic of AT is 

not 2, then there are exactly three quadratic extensions of K v; one unramified 
and two ramified. In our analysis we distinguish between these two quadratic 
ramified extensions. So this implies th a t the cardinality of X v, defined above, 
is 4.

From now on, let S' be a fixed finite subset of M {K ). We shall parti­
tion the elements in the orbit space H k \V ^  according to  their Hs-orbits, or
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equivalently, according to  their S-signatures. For xs =  (xu)„€s  G Xs, set

ZXs (cj\s , / | s )  =  \ \ b XvZ^v{ojv, f v) (6.7)
v€S

where u v is once again the restriction of uj to  K v, o/[s =  F L e s ^ ’ and f \ s  — 

E ves f v  Then we can rewrite (6 .6) as

f )  =  H  f*(x)u(DKl/K)% Z xs(u\s, f \ s ) Y [ b XvZXv(uJv, f v).
xs€Xs x~xs v£S

(6.8)
Define t]Xjs  by setting

Vx,s(u) =  |  bxv Z x„ (uiv, f v). (6.9)
t>$s

If we choose S  suitably, we can evaluate ijx,s explicitly. For this, suppose 

S  is also chosen in such a  way tha t u; is unramified outside of S, i.e, uiv is

trivial on O* and hence ujv =  QvujSv =  ujSv for every v £  S , and that f v is the

characteristic function of Vov for every v £  S. Then Proposition 5.2 yields

L KjS(uj- iu>3)L 2k s (uj3)
= --------L ^ ) - (6-10>

where

and

l k m ^ ) — n a  ~  sv) 1
v $ S

l k x,s{u )=  n
neM(.Kx),n\v,v£S

are the truncated Hecke L-series of K  and  K x, respectively.
Set

6c5M  =  5 3  t*(x )u (DKx/K)%Vx,s(w)- (6.11)
[fCx :JC]=2,x^X5

This is the Dirichlet series tha t will eventually yield the mean value theorem 
we are after. W ith all of these notations, we end up with

Z ( oj, / )  =  191- * ^ 2 Y i  Z*s(“ \s, /I s )& ,(«). (6.12)
xs€Xs
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To get some analytic information about th a t is enough for our pur­

poses, we have to specialize /  in (6.12). We already know th a t /  =  W v^m {k ) fv  
has the property that f v is the characteristic function of Vov for every v £  S . 

If we further choose /  so th a t f \ s  =  Flues /» has compact support in Vg =  
U v e sv k„, then by Proposition 5.1, ZXs (uj\s , f \ s )  becomes an  entire function 
of u . Further, we can choose f \ s  so that its support lies in the jETs-orbit 

of only one x s  =  (xv)ves, i.e, for every v G S , f v has support in the  orbit
—3VXv = H kv-Xv~, for instance, we can take f v(pcv) =  u v{P{xv) ) ~ - (characteristic 

function of q{1Cu) *x„). Then ^x„ (k'u, fv) is independent of s. So with th is choice 
of / ,  only one Zxs{uj\s , / | s )  is nonzero and independent of s. So (6 .12) reduces 
to

Z ( u , f )  =  \ q 1~'1Pl?Z*s (u\s,fU )l;xs (“ )- (6-13)

W ith all of this at hand, we get the following proposition.

P ro p o s itio n  6.1 Let S  and f  be as described above. Then (6.13) implies the
following:
1. £xs ( u j )  is an analytic function o f u j  in the region K(cj) >  1. I t  can be 
continued to a meromorphic function analytic everywhere except fo r  simple 

poles at u j  =  u j u j s ,  u j 3 =  1, s =  1 +  , and double poles at u j  with u j 3 =  1,
s =  |  +  a-nd at the poles o /£ ^ (u ;3u;_i,0 , / ) .

2. For xs  =  (x„)„€5 , we have

o ,  , , ' i n  I-P(x»)|pRess=l£xs(ujs) =  aKpK ——-------
ues

where
k (2)

K 3 (log9)fies,C/r’

P ro o f  : Since Z (u j,f)  is analytic in the region 5J(w) >  1, then so is 6 cs M  
by (6.13) and the choice o f /  given above. Also, by the choice of / ,  i t  follows 
that Z (w ,f)  and fXs(a;) have the same poles. Since /  was chosen so th a t its 
support lies in V^, then the poles of Z (u , f )  a t s =  0 -+- will disappear. 

Also, for v e  5 , /„  has support in This will imply th a t S i(w , / )  =  0
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and hence R ( f ) =  T ( /)  =  0. Thus the poles of Z ( uj, / )  a t s  =  |  also
disappear. For the poles of £^(o;3a/_i, 0, / ) ,  we point out th a t since for v E S, 
support of f v is in K v *x„, then E^(u/3u/_i, 0, / )  =  0 unless each x„, v E S, has 
the property th a t (K v)Xv =  K v. In the latter case the poles can be found from 

the expression of Lemma 4.7(2).

As for the second part, it  will follow from (6.13) once we calculate the 
residue R ess=iZ (u s, / ) .  By Theorem 4.1, it is easy to show th a t R ess~iZ(uj3, f )  

=  • So we need to calculate /(0 ) . Note th a tqL *ResqCfc 31ogq J \  /

where dx = dx idx2dx3 is the measure on Vx  chosen in Chapter 4 and dxv =  

d x itVdx2,vdx^v is the  measure on Vk „ chosen in Chapter 5. If v £  S , then f v 
is the characteristic function of Vov and hence f Vfc f v(xv) dxv =  1 by normal­

ization of the measure dxv. So suppose v E S . Recall th a t in th is case /  was 
chosen so th a t f v has compact support in V'Kv (see the discussion before the 

statement of this proposition.) Also V'Kv — U XoeX„ H kv * Xu- Thus we get

Now since /  was chosen so th a t f \ s  has support in the .ffs-orbit of only one 
xs, then the above sum  reduces to  only one term  corresponding to the xs in 

(6.13). Taking uj =  ujs  in (6.13) and taking the residue of both  sides at s =  1 

yield the result. ■
We close this section by calculating n(x). Let h0jKx be the  divisor class 

number of K x. Then we have the following proposition.

P ro p o s itio n  6.2

P ro o f  : Recall tha t

v€M{K)

^(0) — rr  rv" 7  t w

(H2U/(hz)k
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where the measure d"h" is as given a t the begining of this section. (H °)a  —

(G°)a / (Te) x  where Te =  {(t-2 , ^  ^ ^ )}. Let d*t be a Haar measure on

(Te)A. Define an invariant measure d"g" on (G °)a  by setting d"g" =  dxh"d*t.

Let (G°)A =  {g" =  (t , g) €E (G°)a : |de£(^)|A =  1}. Then every element of 

(G°)A is T^-equivalent to an  element of (G°)A U 9 (^1 )a  f°r  some g €  (G°)A 
satisfying \det(g)\x  =  q- Then (H°)x  9* (G ° )^ /(Te)xx  |J  g{G%)lx /(T eYK. Define 
an invariant measure dxg" on (G°)A by setting dxg" =  dxh"dH. Then we get

2 f(GVk/(G°r)K d *9 "  =  d *h "  k T e)LK/{Te)K d l t

=  K x ) Java:- (6-14)
=  /*(*)•

Since G °(A ) =  R Kx/K (K x) =  G h(K x), by Proposition 2.2, then (G °)k  — 

K* and (G°)a — AJ^ where X*Kx is the idele group of K x. Thus (G°)a/ {Gx) k  — 
A.*Kx/K * . Next we compare the measure d*tx on with the measure dxg"

on (G°x)a -

Since by our choice d"h" =  FUmc*) < X '>  thend"^" =  £=-L ILeM(K) 
and d*tx =  We show d"vh"d*tv =  d*(£x)w for every
v e  M (A ).

Recall the  map <f> : G °(A ) — >• G l\{K x) given by <t>{g) =  a +  b0 for g =

(*) ( ) )  G G °(K ). Suppose x1 =  7 • x  for some 7  €  G*-. Then G °,(A ) =y  * * J
7 G°(A )7 _ i . Similarly, consider the map f t  : G°, (A ) — >• GZ1(AX/) given by

<£'0') =  a ' +  for s ' =  (*, ^  a ^ ) e  G °,(A ). As g' =  7 57“ L, an  easy

computation shows <f)'(g') =  00?) • Thus it is enough to consider the m ap (j) 
with x  a  standard  orbital representative.

If K x ®k  A„ =  K v ® A„, then d*(tx)v =  d*tid*t2 where d*£,- is a  Haar mea­
sure on A*. In this case the orbital representative is =  uv  and G°v(A„) =

{((*i*2)_ \  ( t l  ° ) t u t2 e  K*}. The measure on G°v(A„) is d£vh"d*tv =
\  0  t 2 J

d"vg" — d*t\d*t2. So in  this case we have d"vh"d*tv =  d*(tx)v.
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If K x <S>k  K v =  (Kx)v, with [{Kx)v : K v] =  2, then let d*(tx)v be the 
Haax measure on (K x)l normalized so th a t f(pxy  d*(tx)v — 1. In this case to

and find the measure of (Or )* with respect to d*{tx)v and the measure of

So in this case again we have d"vh"d*tv =  d*(tx)v. Thus we conclude th a t

Now we have all the necessary tools th a t will enable us to obtain the mean 

value theorem we are after. Let Dx denote the absolute norm of the relative 

discriminant D Kx/ k  of K x over K . Then Dx is a  positive integer. In fact D x 
is a square. To see this, let, as in Section 6.1, x  =  (xv)veM(K) be the standard 
i^A-orbital representative of x. Then x  =  h-x. for some h =  (hv) G i f  a! i.e, x  =  
hy-Xv for every v. W rite hv — g(gv). Then P{x) =  x(9v)2P(xv)- This gives 1 =

Y\.veM(K) l-P (x )|w — Y \v£M{K) IxC^v)Iu IIt;€A r(/C ) — IIt;e M (ii:)  IxQ fo) l« ■

D ~l - Thus Dx =  n„€Af(A:) lx(^)|?-
If u j  —  u j s ,  then ws(Dkx/ k ) = Dx s. So if we let u  = u j s  in f xs(u;), then we 

get the following altered Dirichlet series

show d"vh"d*tv — d*{tx)v, we use the local map <f>v : G°X(K V) — > Gl\{(Kx)v)

dxg" — h° “*d*tx. Now with (6.14), we get

This completes the proof. ■

6.2 The Mean Value Theorem

[K x :K ] = 2 ,x ~ x s  D x

(6.15)

where
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Note that £*s (5) = .^r-€xs (.s)- By Proposition 6.1, (s) is analytic in the
region 3£(s) >  1 and has a simple pole a t s  =  1 with residue

0 K hliK j-y  |P(x„)|2/2
^ - 2 ( 7 ^ 1 ) 2  1 1 — 6 ^ —  (616)

where is as given in Proposition 6.1.

Next we define a sequence of Dirichlet series. Let T\ C T2 C T3 - * • be an 
increasing sequence of finite subsets of M (K )  such th a t S  C  T{ for all i  >  1 
and lim^oo — M (K ). Similar to the definition of xs =  (xu)„e,y, define

yT. = (yv)veTi for each i  > 1. We say yT. restricts to x s  and write yr .|s  =  xs

if yv — *v for every v  G S .
For each i  > 1, define the sequence of Dirichlet series

« , * ( » ) =  £ ' & , ( * )  (6-17)
Yt{ l s = x s

or equivalently,

where once again

£ * ,r ,M  =  £  (6-18)
[Kx:K]=2,x~xs

n x ,T l ( s )  =  ^ t , ( 3 s  "  1 ) c ^ ( 3 s ) 2
CKx,rf(3s)

As €xs,Ti(S) is a  finite sum of Dirichlet series (s), then again by Proposition
6.1, €xs,Ti (s) is analytic in the region 3?(s) >  1 and it has a simple pole a t 
s =  1 with residue

V  R  =  V* j? n  |iJ(y,,)lv/2
^ y r f l s = x s  2 ^ y T . \ s = X s  X S  l l « 6 7 i \ S  b y v

— r  y' TT lpCy„)l2/,!

—  R~ TT V  IJJ(y J I 2/2— rtxs l l ueTi\5 2^y„ byv

where the last sum is over all elements of Y„ (Y„ is the analogue of X„, see 
the paragraph before Notation 6.1). Y„ consists of 4 representatives: one for 
split case, one for unramified quadratic, two for ramified quadratic extensions 

of K v. These representatives satisfy |P(y„)|v =  1, 1, q„l respectively. So by

R eproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



71

Proposition 5.3, we get

y„ °y«

Thus the residue o f £*SiT.(s) a t s =  1 is given by

R * s , T i  =  R x s  H  ~ q » 2 ~ +  <7tT4 ) -  ( 6 -1 9 )
u e T f  \ 5

This will imlpy the following proposition.

P ro p o s itio n  6.3 The following limit exists:

lim R XStTi =  K^s  :=  R xs TT(1 ~  9V 2 ~  Qv 3 +  Qv 4)- *—►00 v£S

Moreover, ^  0.

P ro o f  : Since 0 <  1 — q~2 — q~3 +  q~A < 1, then the  sequence of residues

{RxS,Ti}i^i is a decreasing sequence of positive real numbers and hence it
converges. The result now follows since l im ,-^  7* =  M (K ) .  ■

Next we give some properties of the weighting factors 77x,i; (s) of the Dirich­
let series £*SjTf (s). Recall tha t

„ _  C#r,Ti(3s -  1)Cat,t,(3s)2
77ar’7;(S)"  O ^ s )

where Cat.t, (s ) =  — 9iTs)_1 is the truncated Dedekind zeta function of
K . Because of the nature  of the geometric series (1 — qZa)~x =  QvkS’
T]x,Ti (5) is itself a Dirichlet series which we shall write as

r \ S r ^ an(Kx,Ti) f ^
Vx,Ti(s) =  2-*, Z7  (6-2°)

n = l

We gather some of its properties in the following proposition.

P ro p o s itio n  6 .4  1. t7x,t< (s) converges absolutely and locally uniformly in the 
region 5ft(s) >  | .  Moreover, it is nonzero in that region.
2. For each n  > 1, an{K x, Tf) is a nonnegative integer and a±(Kx , Ti) =  1.
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3. For any integer N  >  1, we can choose the set Ti with i  sufficiently large 
so that an(Kx,Ti) =  0 fo r  all 1 <  n  < N . In  particular, this implies that

llHli—>oo Vx,Ti (1) =  1-

4- Let T  C  M (K ) be a finite subset such that Ti C  T . Then fo r  all n ,

P r o o f : (1) follows from the fact that the Dedekind zeta function Ck (s) =  

rit,eM(ft:)(l — &TS)_1 converges absolutely and locally uniformly in the region 
»(*) >  1 and it is nonzero in this region. For (2), note th a t

{ (1 — q~3a)2 if v splits in K x 
(1 — q~6s) if v  is unramified in K

(1 — q~3s) if v  is ramified in K x

Because of the nature of the geometric series (1 — =  YlkLo 9tTsfc> ^  we
Co =  1 and is a  nonnegative integer for each n  > 1. Now (2) follows. For

(3), note that if Ti is very large, then we will truncate many factors of Ck ( s )  =  

n „ €A, ^ ) ( l  — <£TS)_1 an<i  hence many of the coefficients of the corresponding 
Dirichlet series become zeros. (4) follows from (2) and the fact th a t 77i,r(s) 

has more factors truncated. For (5), note that

For each v, looking a t each v —factor of 7/r ,T£(s) and Tfr{(s) as a  Dirichlet series, 
it is clear to see th a t the coefficients of the Dirichlet series of the v —factor of 

Vx,Ti (s) are less or equal to the corresponding coefficients of the  Dirichlet series 
of the corresponding v — factor of rfn(s). This implies (5). ■

Now we go back to  £XStTi(s). W ith (6.18) and (6.20), we may write

an(Kx,T) < an(Kx,Ti).

an(Kx,Ti) < an(K,Ti).

write each factor of the above product as a Dirichlet series 3"s» then

v(Ti

oo
(6.21)
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where
B ( n ) =  ] T  hojc„am{Kx,T i). (6.22)

[Kx :K] = 2 ,i ~ x s  ,m D \  =n

Throughout the rem ainder of this section, we will drop the  condition [Kx : 

K] =  2 in (6.22) as it is clear from the context.

P ro p o s itio n  6.5 We have

B(t73n)
„‘2S>- ^ r -  =  31°e® ^

P ro o f  : By the definition of £*s>r.(s) and Theorem 4.1, it follows th a t f*s>T.(s) 
is a rational function in q~3s. Thus we may write its pa rtia l fraction decom­

position:

P  =  31°g q' ^ S ' Ti +  v .  ____
Sx s , T i  \ ° )  1— q 3 — 3 s  ' Z -fj

=  E “=o 3 log? • ^ .T ,? 3"?-3-" +  E j rj(E r= o

where the sum over j  is finite, r3- are reals, s3- are rationals less than 1, m3 is 

the multiplicity of the  pole a t s3, and Pj(n) is a  polynomial in n. Comparing 
the coefficient of q~3sn in the above expression with th a t of (6.21), we get

B(_q3n) =  3 logg • R Xs,Tiq3n +  5 ^  rjPj(.n )q3Sjn-
3

Since s3 < 1 for all j ,  the result follows. ■
W ith Proposition 6.5 a t  hand, we now get the main theorem  of this chapter.

T h eo rem  6.1 We have

HZ = 31og  q K , ,
a

x~ x s ,D £ = q ? n

where ‘TZXs is as given in Proposition 6.3.

P ro o f  : Since V ' a ho,kx <  B(q3n), then Proposition 6.5 implies
x ~ x s ,D £ = q 3n

11111 suP“4r h*,Kx<ZlogqRxs,Ti-n—>00 q
x ~ X s ,D x =q3n
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Letting i  —»• oo, Proposition 6.3 yields

lim sup 5 2  - 3 loS9 ‘ Kxs  (6-23)
n —voo 9

x ~ x s  ,D £ =q3n

We note also that (6.23) implies th a t there exists a real num ber M  > 0 such 
tha t

5 2  ho,Kx < M q3n for all n  > 1 (6.24)
3

x ~ x s ,D g  =q3n

Set

1i  ~xs,mDx = n

where am(.ftr, 2}) is as defined in  Proposition 6.4(5). Since, by Proposition

6.4(5), am(Kx,Ti) < O m ^ T i) ,  we get

B (n ) <  C (n) (6.25)

for all n  > 1. Note th a t

C (q Zn) =  Y !  I Ô.ATx +  I 3rl ^ 0,iCxam(i^,?<)
i ~ x s  =q3n x~xs ,mD£ =q3n ,m>2

3n Ô.ATx +  Em=:2 am (^, 2 i ) ( £  § ,3. VftTx)x~xs ,Di =q3n x~xs ,D £ = \r

x~xs,X>x =<7
=  E  3n V atx +  W ” ( ^ ( i )  - i )x~xs,Dx =<7

where we have used (6.24) and Proposition 6.4(2,5). Thus by (6.25), we get

) “  ^ O to C 1) “  !) <  5 2
x~xs,D^ =q3n

Taking lim inf of both sides yields

3 log q - R xS,Ti ~  M ir tn  (1) -  1) <  lim inf ~  5 2  h °'K* *
TI—►OO O '* '*  ■ a

x~xs,D£ =q3n

By letting i —>• oo, Proposition 6.3 and Proposition 6.4(3) imply

3 logq • TẐ ,S < lim inf 5 2  ho,Kx- (6.26)
n — > 0 0  qm  “

x~xs ,D* =q3n
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Now (6.23) and (6.26) give the theorem. ■

Next we translate Theorem 6.1 into a mean value theorem  for ideal class 
numbers of the quadratic extensions K x of K .  For this we first need to mention 
some standard notations.

Let L  be a finite separable extension of Fq(T). Let O l be the integral 
closure of Fq[T] in L. Let hL denote the ideal class number of Ol • Let 
M (L)  be the set of all places of L. Denote by Poo,l the finite subset of M (L ) 
consisting of all infinite places. Here we call a place of L  infinite if it is an 

extension of the infinite place L of Fq(T). Let V(L) be the divisor group of L: 
the free abelian group generated by the elements of M (L ). A typical element 

of T>(L) is given by
V  =  nvv

v € M ( L )

where nv €  Z and nv — 0 for all but finitely many v. The degree of such a 
divisor is defined by

deg{V) =  ^ 2  riydegiy)
veM(L)

where deg{v) is given by qdeĝ  =  qv. Let 7>°(L) be the subgroup of V (L )  

consisting of divisors of degree zero. For /  E L, define the divisor of /  by

d iv (f)  =  ord„(/)u.
v£M(L)

div(L) =  {div(f)  : f  G L \  is called the group of principal divisors of L. I t is 

a subgroup of T>°(L). Let 'D{P0o,l) be the free abelian group generated by the 

elements of Poq,l - Then P(Poo,l) C V{L).  Set V 0(POOjL) =  X>(Poo,l) n  T>°(L) 
and div(P00jL) =  D(Poo,l) H div(L). Then we have

ho,L =  \V°{L)/div{L)\

and the regulator t l  of L  is given by

TL =  |I>°(i’oo,l)M tl(P00,I )|.
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Finally define the integer =  g.c.d{deg{v) : v 6  Poo,l )- Then we have the 
following formula:

hatLn L =  hLrL. (6.27)

This formula is due to  K. F. Schmidt (see[16]).
Applying formula (6.27) with L  — K x, Theorem 6.1 can be w ritten in the 

following form.

T h eo rem  6.2 We have

iim i  5 Z  = 3 l ° g 9 ^ x 5n -K X  q Jn 7lfcz
x ~ x s ,D * = q 3rl

where 7txs is as given in Proposition 6.3.
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